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> ABSTRACT
> A graph $G$ of order $n$ is said to be borderenergetic if its energy is equal to $2 n-2$ and if $G$ differs from the complete graph $K_{\mathrm{n}}$. The first such graph was discovered in 2001, but their systematic study started only in 2015. Until now, the number of borderenergetic graphs of order $n$ was determined for $n \leq 11$. We now establish that there exist exactly 572 connected borderenergetic graphs of order 12 .

## 1. Introduction

Let $G$ be a simple graph of order $n$, possessing $m$ edges. Let the eigenvalues of $G$ (i.e., the eigenvalues of the adjacency matrix of G) be $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}[1]$ The energy of the graph $G$ is defined as

$$
E=E(G)=\sum_{i=1}^{n}\left|\lambda_{i}\right| .
$$

This graph-spectrum-based invariant has been extensively studied. Details of its mathematical theory can be found in the book [2] whereas details of its chemical applications in [3].

The upper bound

$$
E \leq \sqrt{2 m n}
$$

was established by McClelland in the early 1970s [4]. In the same paper [4], an approximate formula was proposed:

[^0]\[

$$
\begin{equation*}
E \approx a \sqrt{2 m n}, a \approx 0.9 \tag{1}
\end{equation*}
$$

\]

which was eventually demonstrated to be highly accurate in the case of molecular graphs [5,6]. An additional corroboration of this formula was the analogous lower bound

$$
E \geq \sqrt{\frac{16}{27}} \sqrt{2 m n}
$$

that holds for certain molecular graphs, in particular, for benzenoid systems [7].
According to formula (1), the energy of a graph would be a monotonically increasing function of the number $m$ of edges. If this formula could be applied to all graphs, then among graphs with a fixed number $n$ of vertices, the complete graph $K_{\mathrm{n}}$ would have the greatest energy, equal to $E\left(K_{n}\right)=2 n-2$. Counterexamples for this naive conjecture were soon discovered [8]. Somewhat later [9], the first systematic construction of graphs with the property $E(G)>E\left(K_{n}\right)$ were reported.

Graphs of order $n$ with the property $E(G)>2 n-2$ were named hyperenergetic [10]. Numerous classes of hyperenergetic graphs have been recognized; for details see the survey [11]. The search for hyperenergetic graphs became purposeless after Nikiforov proved in 2007 [12] that for almost all $n$-vertex graphs

$$
E=\left(\frac{4}{3 \pi}+o(n)\right) n^{3 / 2}
$$

implying that almost all graphs are hyperenergetic.
The question that remained open was if there exist graphs of order $n$, other than $K_{\mathrm{n}}$, satisfying the equality

$$
E(G)=2 n-2 .
$$

In 2015, such graphs were named borderenergetic [13]. It is understood that the complete graph is not borderenergetic.

The first borderenergetic graph was discovered by Yaoping Hou and one of the present authors already in 2001 [14], but in that time it did not attract much attention. The first systematic research of borderenergetic graphs is reported in the paper [13], which was then continued in [15-19]. By means of computer-aided checking, the following was established.

## Theorem 1.

1. There are no borderenergetic graphs of order $n \leq 6$ [13].
2. There exists a unique borderenergetic graph of order 7 [13].
3. For any $n \geq 7$, there exist borderenergetic graphs of order $n$ [13].
4. There are exactly 6 borderenergetic graphs of order 8 [13].
5. There are exactly 17 borderenergetic graphs of order 9 [13].
6. There are exactly 49 borderenergetic graphs of order $10[15,18]$.
7. There are exactly 158 borderenergetic graphs of order 11 [18], of which 157 are connected.

We now can extend Theorem 1 by establishing:

Theorem 2. There are exactly 572 connected borderenergetic graphs of order 12.

## 2. Numerical Work

Determining computationally the borderenergetic graphs of order 12 is not an easy task to be done. This could be illustrated by the fact that the total number of such graphs is 164059830476. In order to reduce the number of investigated graphs, the fact that the size of the borderenergetic species must be greater than $2 n-3$ is incorporated. Such intervention decreased the total number of 12 -vertex connected graphs by 343198848.

The geng tool from the nauty package was employed for the generation of the dataset containing 163716631628 graphs stored in 100000 files [20]. The total size of these files is more than 2 TB . All these files are moved to the cluster having 4 nodes with 32 CPUs per node. A Python program was developed for filtering borderenergetic graphs. Using PySpark for processing large datasets, the jobs were distributed over cluster using in total 80 CPUs simultaneously. The computations took about a month or so and finally, we obtained the result that there were exactly 572 connected twelve-vertex borderenergetic graphs.

Table 1 shows the distribution of 12 -vertex borderenergetic graphs by the number of edges. Their size varies from 25 to 58 . It should be noted that there are no 12 -vertex borderenergetic graphs with 49,53 , and 59-65 edges.

## 3. CONCLUSION

In this note, we reported the preliminary results on searching for and studying of connected borderenergetic graphs with twelve vertices. There are 572 such species, and these provide a class of equienergetic graphs suitable for examining the structural factors on which graph energy does depend or does not depend. In addition, the distribution of these graphs with regard to the number of edges is presented in Table 1, indicating that equienergetic graphs may significantly differ in their edge counts.

Table 1. The distribution of twelve-vertex borderenergetic graphs by the number of edges.

| Number of Edges | Number of Graphs |
| :---: | :---: |
| 25 | 2 |
| 26 | 5 |
| 27 | 1 |
| 28 | 8 |
| 29 | 7 |
| 30 | 42 |
| 31 | 20 |
| 32 | 62 |
| 33 | 58 |
| 34 | 50 |
| 35 | 44 |
| 36 | 43 |
| 37 | 37 |
| 38 | 27 |
| 39 | 25 |
| 40 | 24 |
| 41 | 20 |
| 42 | 26 |
| 43 | 12 |
| 44 | 14 |
| 45 | 14 |
| 46 | 7 |
| 47 | 4 |
| 48 | 7 |
| 50 | 2 |
| 51 | 1 |
| 52 | 4 |
| 54 | 1 |
| 55 | 2 |
| 56 | 1 |
| 57 | 1 |
| 58 | 1 |
|  |  |
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#### Abstract

The purpose of this study is to develop a new approach in modeling and simulation of a reverse osmosis desalination system by using fractional differential equations. Using the Legendre wavelet method combined with the decoupling and quasi-linearization technique, we demonstrate the validity and applicability of our model. Examples are developed to illustrate the fractional differential technique and to highlight the broad applicability and the efficiency of this method. The fractional derivative is described in the Caputo sense.


 © 2017 University of Kashan Press. All rights reserved
## 1. Introduction

In recent few decades, fractional calculus has caught much attention due to its ability to provide an accurate description of different nonlinear phenomena. Moreover, the fractional differential equations have gained considerable popularity of many researchers due to their applications in many engineering and scientific disciplines such as control theory, signal processing, information sciences, and many other physical and chemical processes and also in medical sciences, see [15-18, 20, 21, 24]. These equations are also used in the modeling

[^1]of physical processes running in dynamic mode [23, 22]. In this way, this work deals with the application of fractional derivatives for the desalination phenomenon.

On the other hand, desalination of sea water appears as a strategic solution adopted by several countries to cope with drinking water availability problem. This process was intended only for industrial purposes due to the constraints of high desalination costs [1-5]. However, technological advances in the field of manufacture of membranes have reduced these costs and thus enable more countries to use this alternative as a freshwater resource. Actually, re-verse osmosis, due to its lower energy consumption and simplicity has gained much wider acceptance than the thermal alternatives. Reverse osmosis is based on a physical property called semi-permeability. Certain polymeric materials (membranes) allow water to pass more quickly than some substances such as dissolved salts. The principle is to apply a high enough pressure to overcome the osmotic pressure and reverse the flow of water.

Many mathematical models have been proposed to describe the performance of reverse osmosis unit. For more details, we cite [1-5]. But, since the memory of phenomena plays a key role in mechanics, so a possible generalization of the classic desalination model would be a system with fractional order derivative. In this line of thought, Du et al. [11] found that a physical meaning of the fractional order is an index of memory. Then, Atangana et al. [8] proved that a fractional operator can provide a better interpretation of both physical and engineering processes.

The authors in $[30,31]$ studied the overall performance of hollow fiber membranes by using the interplay of fiber productivity (defined as the fraction of feed recovered as permeate) and fiber selectivity or rejection. Two flow configuration modules for reverse osmosis hollow fiber membranes are considered: co-current and counter-current flow. Productivity and selectivity were plotted as functions of fiber length. It is found that at the entrance of the module, the term of productivity is equal to zero. This trend (flattening of the curve of productivity) is observed in the neighborhood of the entrance to the tube for the two cases: Co-current and Cross-current. This phenomenon is explained by the fact that the feed rate is constant and therefore the first derivative is equal to zero.

In this paper, we will focus on the use of the fractional differential operator in the sense of Caputo for modeling a seawater desalination module using the reverse osmosis process. The numerical solution of the fractional differential model (FDM) is obtained by using the Legendre wavelet method combined with the decoupling and quasi-linearization technique. For more information about this new approach, we refer the reader to [6,7,9,14]. In this approach the Block-Pulse functions (BPFs) and the operational matrix of integration are used, FDM can be transformed to lower triangular system of algebraic equations. Then the solution of this system is used to determine a new numerical solution of FDM. At the end, and since the approach is not yet tested sufficiently on FDEs, some other problems are studied.

This work is organized as follows: Section 2 gives the fundamental equations to describe the transport phenomena in reverse osmosis by using the fractional model. Section 3 introduces some necessary definitions of the Legendre wavelet method. We present a new operational fractional matrix of integration and we give the description of the proposed method. Section 4 gives the numerical investigations of the analytical findings. At the end, a conclusion follows.

## 2. Modeling of Reverse Osmosis Desalination System

### 2.1. CLASSICAL MODEL OF REVERSE OSMOSIS DESALINATION SYSTEM

Sea water desalination has become an inevitable alternative for many countries to overcome the shortage of natural fresh water. Among desalination technology, reverse osmosis is the most used method. This is mainly due to its simplicity, their costs, reduced compared to thermal processes. No heating or phase separation change is necessary. The major energy required for desalting is for pressurizing the seawater feed [19]. Reverse osmosis is a method of separation and concentration in the liquid phase. This process is applied to purify water for laboratory. The process consists in passing aqueous solution under pressure through an appropriate membrane and withdrawing the membrane permeate at atmospheric pressure and ambient temperature. The product obtained is enriched in one of the mixture components. The other components are recovered in the retentate with higher concentration in the high-pressure side of the membrane. Reverse osmosis membranes are generally mounted on supports called modules. Currently, the most used modules are: hollow fiber, tubular and spiral wound modules. Tubular modules are constituted of two concentric tubes designed to separate a given feed into a higher pressure stream (retentate) and a low pressure stream (permeate) see figure 1. According to the direction of the feed flow rate, there are two types of flow pattern: the co-current and counter-current flow pattern.

Figure 1: Hollow fiber membrane.


A mathematical model was developed to predict the performance of hollow fiber reverse osmosis membrane with co-current flow pattern. The mass transfer model employed in this study is the solution-diffusion model. The solvent and salt mass flux are expressed by Fick's law. This model is developed by the author [1, 2]. It consists of a set of four strongly nonlinear differential equations. This system is found, according to material balance principle:

$$
\left\{\begin{array}{l}
\frac{d Q_{s w}}{d x}=-\pi \frac{A_{w}}{\sigma_{w}} D_{m}\left(\Delta P-\kappa\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right)\right)  \tag{1}\\
\frac{d Q_{f w}}{d x}=\pi \frac{A_{w}}{\sigma_{w}} D_{m}\left(\Delta P-\kappa\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right)\right) \\
\frac{d \dot{Q}_{s s}}{d x}=-\pi B_{s} D_{m}\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right) \\
\frac{d \dot{Q}_{f s}}{d x}=\pi B_{s} D_{m}\left(\frac{\dot{\dot{Q}}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right),
\end{array}\right.
$$

where
$Q_{s w}$ : is the water volumetric flow rate in the shell side,
$Q_{f w}$ : is the water volumetric flow rate in the fiber side,
$\dot{Q}_{s s}$ : represents the solute mass flow rate in the shell side,
$\dot{Q}_{s s}$ : is the solute mass flow rate in the fiber side,
$\kappa$ is a proportionality coefficient,
$A_{w}$ is the water permeability coefficient (a function of salt diffusivity through the membrane),
$\Delta P$ is the transmembrane pressure (a function of the feed, concentrate and permeate concentrations),
$\sigma_{w}$ is the water density,
$B_{s}$ is the solute permeability coefficient,
The osmotic pressure is approximately represented by a linear function of solute concentrations $\pi=\kappa C$.

### 2.2. REVERSE OSMOSIS DESALINATION MODEL

Lately, it has frequently been observed that the mathematical models represented by fractional order derivatives $[11,12,13,20]$ can provide better agreement between measured and simulated data than classical models based on integer order derivatives. In
classical desalination model [1, 2, 7], instead of a variation of order one, we consider, in this study, a variation of the order $1<\alpha<2$. Taking into account normalized variables,

$$
\boldsymbol{Q}_{s w}=\frac{Q_{s w}}{Q_{s w 0}}, \boldsymbol{Q}_{f w}=\frac{Q_{f w}}{Q_{s w 0}}, \dot{\boldsymbol{Q}}_{s s}=\frac{\dot{Q}_{s s}}{\dot{Q}_{s s 0}}, \dot{\boldsymbol{Q}}_{f s}=\frac{\dot{Q}_{f s}}{\dot{Q}_{s s 0}},
$$

if we replace the first order derivatives by fractional derivatives in (1), then a simple dimensional analysis shows that the left-hand sides of the equations have the dimension of (space) ${ }^{-\alpha}$. But an examination of the right-hand sides shows that they have the dimension of (space) $^{-1}$, so, we need to modify the right-hand sides to adjust the dimensions [12]. Thus, we formulate the fractional model of reverse osmosis desalination using Caputo fractional derivatives of order, $1<\alpha<2$ [10], the model is described by the non-linear Caputo fractional differential system:

$$
\left\{\begin{array}{l}
{ }_{0} D_{x}^{\alpha} Q_{s w}=-c_{1}+c_{2}\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right)  \tag{2}\\
{ }_{0} D_{x}^{\alpha} Q_{f w}=c_{1}-c_{2}\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right) \\
{ }_{0} D_{x}^{\alpha} Q_{f w}=-c_{3}\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right) \\
{ }_{0} D_{x}^{\alpha} Q_{f w}=c_{3}\left(\frac{\dot{Q}_{s s}}{Q_{s w}}-\frac{\dot{Q}_{f s}}{Q_{f w}}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
& c_{1}=\left(\pi \frac{A_{w}}{\sigma_{w}} \frac{D_{m}}{Q_{s w 0}} \Delta P\right)^{\alpha} \\
& c_{2}=\left(\pi \frac{A_{w}}{\sigma_{w}} \frac{D_{m}}{Q_{s w 0}} \frac{\dot{Q}_{s s}}{Q_{s w 0}}\right)^{\alpha} \\
& c_{3}=\left(\pi B_{s} \frac{D_{m}}{Q_{s w 0}}\right)^{\alpha} .
\end{aligned}
$$

Note that in the limit case $\alpha \rightarrow 1$, the system (2) reduces to the classical system (1).

## 3. Legendre Wavelet Method

In this section, we present some definitions and properties of fractional calculus. Then, we introduce some preliminaries on Legendre wavelets that are used throughout this paper. This section is ended by presenting some definitions, notations and basic facts of block pulse functions, [25-27].

Let $(n-1) \leq \alpha<n, n \in \mathbb{N}^{*}$, a function $f \in C^{n}(a, b)$. The Caputo derivative of order $\alpha \geq 0$ is defined by

$$
\begin{aligned}
{ }_{0}^{C} D_{t}^{\alpha} f(t) & =\frac{1}{\Gamma(n-\alpha)} \int_{\alpha}^{t}(t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d \tau \\
& =I_{t}^{n-\alpha}\left(\frac{d^{n}}{d t^{n}} f(t)\right)
\end{aligned}
$$

where

$$
\Gamma(\alpha):=\int_{0}^{\infty} e^{-u} u^{\alpha-1} d u, \operatorname{Re}\{\alpha\}>0
$$

We note that the Caputo derivative of a constant function is zero. For more details on fractional calculus, we refer the reader to [10, 13].

### 3.1. Legendre Wavelets

On the other hand, the wavelets are a family of functions constructed from dilatations and translations of a single function called the mother wavelet. We have the following family of continuous wavelets

$$
\psi_{a, b}(t)=|a|^{-\frac{1}{2}} \psi\left(\frac{t-b}{a}\right), a, b \mathbb{R}, a \neq 0
$$

where $\psi(t) \in L^{2}(\mathbb{R}), a$ and $b$ represent the dilation and the translation parameters respectively. If $a$ and $b$ have discrete values as

$$
\left\{\begin{array}{l}
a=a_{0}^{-k}, a_{0}>1 \\
b=n b_{0} a_{0}^{-k}, b_{0}>1
\end{array} \quad n, k \in \mathbb{N},\right.
$$

for $n$ and $m$ positive integers, we have the following family of discrete wavelets:

$$
\psi_{m, n}(t)=\left|a_{0}\right|^{\frac{m}{2}} \psi\left(a_{0}^{m} t-n b_{0}\right)
$$

where $\psi_{m, n}(t)$ forms a wavelet basis for $L^{2}(\mathbb{R})$. In particular, when $a_{0}=2$ and $b_{0}=1$, $\psi_{m, n}(t)$ forms an orthonormal basis. That is $\left\langle\psi_{m, n}, \psi_{l, k}\right\rangle=\delta_{m, l} \delta_{n, k}$ in which $\langle.,$. denotes the inner product in $L^{2}([0,1])$.

In this work, the mother wavelet is the Legendre polynomials. We de ne the orthogonal Legendre polynomials of order $m$ by the following Rodriguez recurrence formula:

$$
\left\{\begin{array}{l}
L_{0}(t)=1 \\
L_{1}(t)=t \\
L_{m+2}(t)=\left(\frac{2 m+3}{m+2}\right) t L_{m+1}(t)-\left(\frac{m+1}{m+2}\right) L_{m}(t)
\end{array}\right.
$$

with $m=0,1,2,3, \ldots$ and $t$ varies into $[-1,1]$.
The Legendre wavelets are defined in [0; 1] by the following formula

$$
\psi_{m, n}(t)=\left\{\begin{array}{l}
\sqrt{m+1 / 2} 2^{\frac{1}{2}} L_{m}\left(2^{j} t-2 n+1\right) \text { if } \frac{n-1}{2^{j-1}} \leq t \leq \frac{n}{2^{j-1}} \\
0, \text { otherwise },
\end{array}\right.
$$

where $n=1, \ldots, 2^{j-1}(j \in \mathbb{N} \backslash\{0\}), m=0, \ldots, n_{c}-1\left(n_{c} \in \mathbb{N} \backslash\{0\}\right)$ is the order of the Legendre polynomials and $n c$ is the number of collocation points. However, the dilatation parameter is $a=2^{\mathrm{j} / 2}$ and the translation parameter is $b=(2 \mathrm{n}-1) 2^{\mathrm{j} / 2}$.

The family

$$
\left\{\psi_{m, n}(t)\right\}_{\substack{n=1, ., 2^{j-1} \\ m=0, ., n c-1}}
$$

forms an orthonormal basis of $L^{2}([0,1])$ [26]. Then, any function $f \in L^{2}([0,1])$ may be decomposed as

$$
\begin{equation*}
f(t)=\sum_{n=1}^{+\infty} \sum_{m=0}^{+\infty} C_{n, m} \psi_{n, m}(t) \tag{3}
\end{equation*}
$$

where $C_{n, m}=\langle f, \Psi\rangle$; in which $\langle.,$.$\rangle denoted the inner product in L^{2}([0,1])$.
The function in (3) can be approached by

$$
\begin{equation*}
f(t)=\sum_{n=1}^{2^{j-1}} \sum_{m=0}^{n c-1} C_{n, m} \psi_{n, m}(t)=C^{T} \Psi(t) \tag{4}
\end{equation*}
$$

where $C$ and $\Psi(t)$ are $2^{j-1} n c$ vectors given by

$$
\begin{align*}
C & =\left[C_{1,0, \ldots,} C_{1, n c-1}, C_{2,0, . .,} C_{2, n c-1, . .,} C_{2^{j-1}, 1, . .,} C_{2^{j-1}, n c-1}\right]^{T}  \tag{5}\\
\Psi(t) & =\left[\psi_{1,0}(t), \ldots, \psi_{1, n c-1}(t), \psi_{2,0}(t), \ldots, \psi_{2, n c-1}(t), \ldots, \psi_{2^{j-1}, 0}(t), \ldots, \psi_{2^{j-1}, n c-1}(t)\right]^{T} \tag{6}
\end{align*}
$$

The following property of the product of two Legendre wavelet vector functions will also be used

$$
\begin{equation*}
A^{T} \Psi(t) \Psi^{T}(t)=\Psi^{T}(t) \bar{A} \tag{7}
\end{equation*}
$$

where

$$
\mathrm{A}=\left[a_{1,0}, \ldots, a_{1, n c-1}, a_{2,0}, \ldots, a_{2, n c-1}, \ldots, \psi_{2^{j-1}, 0}(t), \ldots, \psi_{2^{j-1}, n c-1}(t)\right]^{T}
$$

and $\bar{A}$ is a $2^{j-1} n c \times 2^{j-1} n c$ matrix [26].

### 3.2. Block Pulse Function

The block functions form a complete set of orthogonal functions which can be defined over [0;T] by

$$
b_{i}(t)=\left\{\begin{array}{cc}
1, & \text { if } \frac{i-1}{2^{j-1} n c} T \leq t<\frac{i}{2 j-1 n c} T  \tag{8}\\
0, & \text { otherwise },
\end{array}\right.
$$

where, $i=1, \ldots, 2^{j-1} n c$ [27]. There are some properties for block pulse functions: the most important properties are disjointness and orthogonality.

The disjointness property follows

$$
b(t) b^{T}(t) V=\tilde{V} b(t)
$$

and

$$
\tilde{V}=\left(\begin{array}{ccc}
V_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & V_{2^{j-1}} n c
\end{array}\right)
$$

where V is an $2^{j-1} n c$-vector. The block-pulse functions are orthogonal

$$
\int_{0}^{T} b_{i}(t), b_{i}(t) d t=\left\{\begin{array}{l}
\frac{T}{2^{j-1} n c}, i=j \\
0, \text { otherwise }
\end{array}\right.
$$

where $i ; j=1,2, \ldots, 2^{j-1} n c$.

### 3.3. Operational Fractional Matrix of Integration

In the following section, we introduce new arguments for deriving the fractional Legendre wavelets operational matrix of integration.

Let $t \in[0 ; 1]$ we define the Legendre wavelets operational matrix of integration as in $[6,26]$,

$$
\begin{equation*}
\int_{0}^{t} \Psi(x) d x=P \Psi(t) \tag{9}
\end{equation*}
$$

where

$$
P=\frac{1}{2^{j-1}}\left(\begin{array}{cccc}
L & F & \cdots & F \\
0 & L & \ddots & \vdots \\
\vdots & \ddots & \ddots & F \\
0 & \cdots & 0 & L
\end{array}\right),
$$

is the $2^{j-1} n c \times 2^{j-1} n c$ operational matrix of integration, and $L$ and $F$ are $n c \times n c$ matrices. It is not difficult to see that

$$
\begin{aligned}
& \left({ }_{0} I_{t}^{0} \Psi\right)(t)=\Psi(t), \\
& \left({ }_{0} I_{t}^{1} \Psi\right)(t)=\int_{0}^{t} \Psi(x) d x=P \Psi(t), \\
& \left({ }_{0} I_{t}^{2} \Psi\right)(t)=\int_{0}^{t}\left(\int_{0}^{s} \Psi(x) d x\right) d s=\int_{0}^{t} P \Psi(s) d s=\operatorname{P\times P\times } \Psi(t)=\mathrm{P}^{2} \Psi(t), \\
& \left({ }_{0} I_{t}^{n} \Psi\right)(t)=\int_{0}^{t}\left(\int_{0}^{s} \Psi(x) d x\left(\int_{0}^{\tau} \Psi(x) d x \ldots\right) d s\right)=\operatorname{P\times P\times } \ldots \times \Psi(t)=\mathrm{P}^{n} \Psi(t),
\end{aligned}
$$

On the other hand, we have

$$
\left({ }_{0} I_{t}^{n} \Psi\right)(t)=\frac{1}{\Gamma(n)} \int_{0}^{t}(t-\tau)^{n-1} \Psi(\tau) d \tau, \quad t \in[0,1]
$$

Using the convolution product, we can write

$$
\left({ }_{0} I_{t}^{n} \Psi\right)(t)=(\Psi \times \phi)(t)
$$

where

$$
\phi(t)=\frac{(t-\tau)^{n-1}}{\Gamma(n)},(\text { a causal function }) .
$$

The continuous character of the function $\Gamma(\alpha)$ is used to release $\Gamma(\mathrm{n})$ and to define the integral operator of order $\alpha>0$. This operator is defined as

$$
{ }_{0} I_{t}^{\alpha} \Psi(t)=\left\{\begin{array}{l}
\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} \Psi(\tau) d \tau, \quad \alpha>0 \\
\Psi(t), \quad \alpha=0
\end{array}\right.
$$

so

$$
\begin{equation*}
\left({ }_{0} I_{t}^{\alpha} \Psi\right)(t)=P^{\alpha} \Psi(t), \alpha>0 \tag{10}
\end{equation*}
$$

Now, to define the fractional Legendre wavelets operational matrix of integration, we give a result, in the transition matrix of the base B to the base $\Psi(t)$.

Proposition 3.3.1. For $\mathrm{m}=0,1, \ldots$, $\mathrm{nc}-1$, the relation between the Legendre wavelet vector and m -set of block-pulse functions can be written as

$$
\begin{equation*}
\Psi(t)=H B(t), \tag{11}
\end{equation*}
$$

where $H$ is the $\left(2^{j-1} n c\right) \times\left(2^{j-1} n c\right)$ passage matrix

$$
H=\left(\begin{array}{ccccccc}
h_{1,0} & \ldots & h_{1, n c-1} & & & & \\
\vdots & \ddots & \vdots & \ldots & & 0 & \\
h_{n c, 0} & \ldots & h_{n c, n c-1} & & & & \\
& \vdots & & \ddots & & \vdots & \\
& & & & h_{1,0} & \ldots & h_{1, n c-1} \\
& 0 & & \ldots & \vdots & \ddots & \vdots \\
& & & & h_{n c, 0} & \ldots & h_{n c, n c-1}
\end{array}\right)
$$

and

$$
h_{i, m}=\sqrt{2 m+1} \sum_{k=0}^{m-1}(-1)^{m+k} \frac{(m+k)!}{(m-k)!(k!)^{2} n c^{k}} \frac{(i)^{k+1}-(i-1)^{k+1}}{(k+1)}
$$

Proof. Let

$$
h_{i, m}=\int_{0}^{1} \Psi_{n, m}(t) b_{i}(t) d t=\sqrt{m+\frac{1}{2}} 2^{j / 2} \int_{\frac{i-1}{q}}^{\frac{i}{q}} L_{m}\left(2^{j} t-2 n+1\right) d t .
$$

On the first level $\mathrm{n}=1$, this formula becomes

$$
h_{i, m}=\sqrt{m+\frac{1}{2}} 2^{j / 2} \int_{\frac{i-1}{q}}^{\frac{i}{q}} L_{m}\left(2^{j} t-1\right) d t .
$$

Assuming that $2^{j} t-1$, we obtain

$$
\begin{aligned}
h_{i, m}= & \sqrt{m+1 / 2} 2^{j / 2} \int_{\frac{2 i-2}{n c}-1}^{\frac{2 i}{n c}-1} L_{m}(x) d x \\
& =\sqrt{m+1 / 2} 2^{j / 2} \int_{\frac{2 i-2}{n c}-1}^{\frac{2 i}{n c}-1} \sum_{k=0}^{m-1}(-1)^{m+k}\binom{m}{k}\binom{m+k}{m} x^{k} d x \\
= & \sqrt{m+1 / 2} 2^{j / 2} \sum_{k=0}^{m-1}(-1)^{m+k} \frac{(m+k)!}{(m-k)!(k!)^{2} n c^{k} q} \frac{(i)^{k+1}-(i-1)^{k+1}}{(k+1)},
\end{aligned}
$$

We need also the following result [27]:

Proposition 3.3.2. Let $\alpha>0$. The fractional integral of block-pulse function vector can be written as

$$
\begin{equation*}
\left(I^{\alpha} B\right)(t)=F^{\alpha} B(t), \tag{12}
\end{equation*}
$$

where $F^{\alpha}$ is the $\left(2^{j-1} n c\right) \times\left(2^{j-1} n c\right)$ matrix given by

$$
F^{\alpha}=\left(\frac{T}{2^{j-1} n c}\right)^{\alpha} \frac{1}{\Gamma(\alpha+2)}\left(\begin{array}{ccccc}
f_{1} & f_{2} & f_{3} & \cdots & f_{2^{j-1} n c} \\
& f_{1} & f_{2} & \cdots & f_{2^{j-1} n c-1} \\
& f_{1} & \cdots & f_{2^{j-1} n c-2} \\
& 0 & & \ddots & \vdots \\
& & & & f_{1}
\end{array}\right),
$$

and

$$
\left\{\begin{array}{l}
f_{1}=1 \\
f_{p}=p^{\alpha+1}-2(p-1)^{\alpha+1}+(p-2)^{\alpha+1}, \quad p=2,3, \ldots, 2^{j-1} n c-i+1
\end{array}\right.
$$

with $i=1,2,3, \ldots, 2^{j-1} n c$.
Now, we prove the following result for the fractional matrix of integration:
Theorem 3.3.3. The Legendre wavelets operational matrix P of fractional integration is given by

$$
\begin{equation*}
P^{\alpha}=H F^{\alpha} H^{-1} . \tag{13}
\end{equation*}
$$

Proof. Using (10) and (11), we can write

$$
\begin{equation*}
\left({ }_{0} I_{t}^{\alpha} \Psi\right)(t)=\left(I^{\alpha} H B\right)(t)=H\left(I^{\alpha} B\right)(t) . \tag{14}
\end{equation*}
$$

Thanks to (10) and (14), yields

$$
\begin{equation*}
P^{\alpha} \Psi(t)=H F^{\alpha} B(t) . \tag{15}
\end{equation*}
$$

By (11) and (15), we get

$$
P^{\alpha} H B(t)=H F^{\alpha} B(t)
$$

Therefore,

$$
P^{\alpha}=H F^{\alpha-1} .
$$

### 3.4. Illustration of the Approach

In this subsection, we will describe our approach to solve numerically the system (2). We start with the decoupling and quasi-linearization iterative technique. It is summarized as follows:

Given initial profile for each solution: $\boldsymbol{Q}_{s w}^{(0)}(x), \boldsymbol{Q}_{f w}^{(0)}(x), \dot{\boldsymbol{Q}}_{s s}^{(0)}(x), \dot{\boldsymbol{Q}}_{f s}^{(0)}(x)$

$$
\begin{aligned}
& { }_{0} D_{x}^{\alpha} \boldsymbol{Q}_{s w}^{(k+1)}=-c_{1}+c_{2}\left(\frac{\dot{\boldsymbol{Q}}_{s s}^{(k+1)}}{\boldsymbol{Q}_{s w}^{(k+1)}}-\frac{\dot{\boldsymbol{Q}}_{f s}^{(k+1)}}{\boldsymbol{Q}_{f w}^{(k+1)}}\right) \\
& { }_{0} D_{x}^{\alpha} \boldsymbol{Q}_{f w}^{(k+1)}=c_{1}-c_{2}\left(\frac{\dot{\boldsymbol{Q}}_{s s}^{(k+1)}}{\boldsymbol{Q}_{s w}^{(k+1)}}-\frac{\dot{\boldsymbol{Q}}_{f s}^{(k+1)}}{\boldsymbol{Q}_{f w}^{(k+1)}}\right) \\
& { }_{0} D_{x}^{\alpha} Q_{f w}=-c_{3}\left(\frac{\dot{\boldsymbol{Q}}_{s s}^{(k+1)}}{\boldsymbol{Q}_{s w}^{(k+1)}}-\frac{\dot{\boldsymbol{Q}}_{f s}^{(k+1)}}{\boldsymbol{Q}_{f w}^{(k+1)}}\right) \\
& { }_{0} D_{x}^{\alpha} Q_{f w}=c_{3}\left(\frac{\dot{\boldsymbol{Q}}_{s s}^{(k+1)}}{\boldsymbol{Q}_{s w}^{(k+1)}}-\frac{\dot{\boldsymbol{Q}}_{f s}^{(k+1)}}{\boldsymbol{Q}_{f w}^{(k+1)}}\right),
\end{aligned}
$$

where $U^{(k+1)}$ and $U^{(k)}$ are the approximations of the solution at the current and the preceding iteration, respectively.

To find a solution of (2), we apply the method described above for each equation and we calculate the decoupling and quasi-linearization error by using the following formula

$$
\begin{equation*}
E_{D Q L T}^{(k+1)}=\max \left(\left\|\boldsymbol{Q}_{s w}^{(k+1)}-\boldsymbol{Q}_{s w}^{(k)}\right\|_{2},\left\|\boldsymbol{Q}_{f w}^{(k+1)}-\boldsymbol{Q}_{f w}^{(k)}\right\|_{2}, \ldots,\left\|\dot{\boldsymbol{Q}}_{s s}^{(k+1)}-\dot{\boldsymbol{Q}}_{s s}^{(k)}\right\|_{2}\right) \tag{16}
\end{equation*}
$$

where $\|.\|_{2}$ represents the Euclidian norm. This procedure gives the solution of the problem when the error is less than a given small epsilon.

For $u \in C^{2}([0,1])$, we develop our method for the problem

$$
\begin{equation*}
\left.\left.D^{\alpha} u(t)=g(t) u(t)+f(t), t \in\right] 0,1\right], 0<\alpha \leq 2 \tag{17}
\end{equation*}
$$

such that

$$
\left\{\begin{array}{l}
u(0)=u_{0}  \tag{18}\\
u^{\prime}(0)=u_{1}
\end{array}\right.
$$

The condition $u^{\prime}(0)=u_{1}$ is only for $1<\alpha \leq 2$, where $f, g \in L^{2}([0,1])$. We approximate the derivative $D^{\alpha} u$ and the functions $g$ and $f$ as in (4) as follows :

$$
\left\{\begin{array}{c}
D^{\alpha} u(t)=U^{T} \Psi(t)  \tag{19}\\
g(t)=G^{T} \Psi(t) \\
f(t)=F^{T} \Psi(t)
\end{array}\right.
$$

Using (10), we can write

$$
\begin{aligned}
& u(t)=I^{\alpha}\left(D^{\alpha} u(t)\right)+u(0)+u^{\prime}(0) t \\
& \quad=I^{\alpha}\left(U^{T} \Psi(t)\right)+u_{0} d^{T} \Psi(t)+u_{1} E^{T} \Psi(t) \\
& \quad=U^{T} P^{\alpha} \Psi(t)+u_{0} d^{T} \Psi(t)+u_{1} E^{T} \Psi(t),
\end{aligned}
$$

So

$$
\begin{equation*}
u(t)=\left(U^{T} P^{\alpha}+u_{0} d^{T}+u_{1} E^{T}\right) \Psi(t) \tag{20}
\end{equation*}
$$

where $d=\langle 1, \Psi(t)\rangle_{L^{2}([0,1])}$ and $E=\langle t, \Psi(t)\rangle_{L^{2}([0,1])}$. Substituting (19) and (20) into (17), we have

$$
\begin{aligned}
U^{T} \Psi(t) & =G^{T} \Psi(t)\left(U^{T} P^{\alpha}+u_{0} d^{T}+u_{1} E^{T}\right) \Psi(t)+F^{T} \Psi(t) \\
\Psi^{\mathrm{T}}(t) U & =G^{T} \Psi(t) \Psi^{\mathrm{T}}(t)\left(U^{T} P^{\alpha}+u_{0} d^{T}+u_{1} E^{T}\right)^{T}+\Psi^{\mathrm{T}}(t) F \\
= & \Psi^{\mathrm{T}}(t) \tilde{G}\left(U^{T} P^{\alpha}+u_{0} d^{T}+u_{1} E^{T}\right)^{T}+\Psi^{\mathrm{T}}(t) F
\end{aligned}
$$

Thanks to (7), we obtain the following algebraic system

$$
\begin{equation*}
\left(I_{d}-\tilde{G}\left(P^{\alpha}\right)^{T}\right) U=\tilde{G}\left(u_{0} d^{T}+u_{1} E^{T}\right)^{T}+F . \tag{21}
\end{equation*}
$$

The solution of the problem (17-18) is obtained by substituting $U$ in (20).

### 3.4.1. NUMERICAL TESTS

In this section, we consider an example to show the efficiency and the accuracy of the proposed approach. For $0<\alpha \leq 1$ and $t \in[0,1]$, we consider the system :

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)=u^{2}(t)+v(t)+\frac{\Gamma(\beta+1)}{\Gamma(\beta+1-\alpha)} t^{\beta-\alpha}-t^{2 \beta}-\sqrt[\gamma]{t}  \tag{22}\\
D^{\alpha} v(t)=v^{2}(t)+u(t)+\frac{\Gamma\left(\frac{\gamma}{2}+1\right)}{\Gamma\left(\frac{\gamma}{2}+1-\alpha\right)} t^{\frac{\gamma}{2}-\alpha}-t^{\gamma}-t^{\beta}
\end{array}\right.
$$

such that

$$
\left\{\begin{array}{l}
u(0)=0  \tag{23}\\
v(0)=0 .
\end{array}\right.
$$

The exact solution of (22) and (23) is given by

$$
\left\{\begin{array}{l}
u_{e}(t)=t^{\beta} \\
v_{e}(t)=\sqrt[\gamma]{t}
\end{array}\right.
$$

We employ the Legende wavelet method combined with the decoupling and quasilinearization technique for studying the solutions of the problem (22-23).

In the Figure 2, we see the evolution of the logarithmic error induced by the decoupling and quasi-linearization technique defined in (16). We observe a strict decrease of the error, which explains the convergence and the stability of the solution.

Figure 2: Example 2: Error induced by DQLT.


Then, as we know the exact solution, we estimate the absolute error of each solution is produced by cumulate of truncation, LWM and DQL technique by the following formula

$$
\begin{equation*}
E_{A}=\left\|u-u_{e}\right\|_{2} . \tag{24}
\end{equation*}
$$

Figure 3: Example 2:The analytical and approximate solutions.


We observe a good agreement between the analytical and approximate solutions (see Figure 3). However, the obtained result shows that this approach can provide better performance.

Table 1: Example 2: The point wise errors for $u$.

| t | Exact Solution | $\mathrm{j}=3$ and $\mathrm{nc}=4$ | $\mathrm{j}=3$ and $\mathrm{nc}=8$ | $\mathrm{j}=5$ and $\mathrm{nc}=4$ | $\mathrm{j}=5$ and $\mathrm{nc}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $6.3318 \mathrm{e}-04$ | $1.5723 \mathrm{e}-04$ | $3.9868 \mathrm{e}-05$ | $9.9852 \mathrm{e}-06$ |
| 0.2 | 0.0400 | $6.4165 \mathrm{e}-04$ | $1.6826 \mathrm{e}-04$ | $4.0775 \mathrm{e}-05$ | $1.0361 \mathrm{e}-05$ |
| 0.4 | 0.1600 | $5.4928 \mathrm{e}-04$ | $1.5991 \mathrm{e}-04$ | $3.8131 \mathrm{e}-05$ | $1.0120 \mathrm{e}-05$ |
| 0.6 | 0.3600 | $4.5914 \mathrm{e}-04$ | $1.4914 \mathrm{e}-04$ | $3.5756 \mathrm{e}-05$ | $9.8017 \mathrm{e}-06$ |
| 0.8 | 0.6400 | $4.4651 \mathrm{e}-04$ | $1.3749 \mathrm{e}-04$ | $3.6947 \mathrm{e}-05$ | $9.4494 \mathrm{e}-06$ |
| 1 | 1.0000 | $4.5500 \mathrm{e}-04$ | $1.2532 \mathrm{e}-04$ | $3.9832 \mathrm{e}-05$ | $9.0781 \mathrm{e}-06$ |

Table 2: Example 2: The point wise errors for $v$.

| t | Exact Solution | $\mathrm{j}=3$ and $\mathrm{nc}=4$ | $\mathrm{j}=3$ and $\mathrm{nc}=8$ | $\mathrm{j}=5$ and $\mathrm{nc}=4$ | $\mathrm{j}=5$ and $\mathrm{nc}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $7.8510 \mathrm{e}-04$ | $8.8309 \mathrm{e}-04$ | $7.5065 \mathrm{e}-05$ | $1.0596 \mathrm{e}-04$ |
| 0.2 | 0.0894 | $8.7458 \mathrm{e}-04$ | $1.9219 \mathrm{e}-04$ | $7.5034 \mathrm{e}-05$ | $2.0449 \mathrm{e}-05$ |
| 0.4 | 0.2530 | $1.7925 \mathrm{e}-03$ | $3.2299 \mathrm{e}-04$ | $2.2016 \mathrm{e}-04$ | $3.9049 \mathrm{e}-05$ |
| 0.6 | 0.4648 | $1.0542 \mathrm{e}-03$ | $3.4945 \mathrm{e}-04$ | $1.1705 \mathrm{e}-04$ | $4.2348 \mathrm{e}-05$ |
| 0.8 | 0.7155 | $5.1373 \mathrm{e}-05$ | $3.7980 \mathrm{e}-04$ | $1.8159 \mathrm{e}-04$ | $4.6889 \mathrm{e}-05$ |
| 1 | 1.0000 | $3.7651 \mathrm{e}-05$ | $3.8612 \mathrm{e}-04$ | $1.7892 \mathrm{e}-04$ | $4.7739 \mathrm{e}-05$ |

Finally, as can be seen in Tables 1-2, only a small number of collocation points is needed to get the approximate solution, which is a full agreement with the exact solution up to 6 Digits. The obtained solutions show that this approach can effectively solve systems of fractional differential equations.

## 4. A Simulation Study

In this section, we propose a new numerical solution for the mathematical model described in Section 2. The proposed approach seems to be very efficient for nonlinear differential systems. Numerical test shows that one important feature of our approach is that it gives a high-quality of the solution as well as a stability and a computational speed for a small number of collocation points.

So, let us consider a small-scale reverse osmosis desalination fractional order model (2), where the co-current flow pattern is treated as shown in figure 1 , associated with the conditions:

$$
\begin{aligned}
\mathrm{Q}_{\mathrm{sw}}(0) & =226.8 \\
\dot{\mathrm{Q}}_{\mathrm{ss}}(0) & =2 \mathrm{Q}_{\mathrm{sw}}(0) \\
\mathrm{Q}_{\mathrm{fw}}(0) & =0 \\
\dot{\mathrm{Q}}_{\mathrm{fs}}(0) & =0
\end{aligned}
$$

and

$$
\frac{\mathrm{dQ}_{\mathrm{sw}}}{\mathrm{dx}}(0)=\frac{\mathrm{d} \mathrm{Q}_{\mathrm{sw}}}{\mathrm{dx}}(0)=\frac{\mathrm{d} \mathrm{Q}_{\mathrm{sw}}}{\mathrm{dx}}(0)=\frac{\mathrm{d} Q_{\mathrm{sw}}}{\mathrm{dx}}(0)=0 .
$$

The membrane specifications and the operating parameters are given in the table 3 obtained from [29,28].

Table 3: The operating parameters.

| Parameters | Value |
| :--- | :--- |
| The membrane diameter $\left(\mathrm{D}_{\mathrm{m}}\right)$ | 0.0576 m |
| Water density $\left(\sigma_{\mathrm{w}}\right)$ | $10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ |
| Solute permeability coefficient $\left(\mathrm{B}_{\mathrm{s}}\right)$ | $1.12 \times 10^{-4} \mathrm{~m} / \mathrm{h}$ |
| Water permeability constant $\left(\mathrm{A}_{\mathrm{w}}\right)$ | $4.2 \times 10^{-13} \mathrm{~h} / \mathrm{m}$ |
| Proportionality coefficient $(\mathrm{\kappa})$ | $1.02 \times 10^{+12} \mathrm{~m}^{2} / \mathrm{h}^{2}$ |
| Transmembrane pressure $(\Delta \mathrm{P})$ | $4.02 \times 10^{+13} \mathrm{~kg} / \mathrm{m} / \mathrm{h}^{2}$ |

The feed rate consisting of water and salts (solute) flows continuously and tangentially inside the membrane. Following the permselectivte property of the membrane, water diffuses faster than the solute. At the output of the module, we obtain a permeate at the tube side with a low concentration of salts, and a retentate at the shell side with a very high concentration of salts (Figure 1).

The results of simulation obtained by the proposed numerical solution method are shown in Figures 4-7. The first finding is that the behavior of the curves predicted by the model are very close to these obtained in the literature.

Figures 4-7 (A) show the variation of the solute and water flow rate in the tube and shell side along the dimensionless parameter $x$. As predicted, the variation of water and solute flow rate are close to zero at the entrance of the module. In reality, at this point of the module, water and solute flow rates are both constants and therefore, their variation is equal to zero. This behavior is demonstrated in the proposed model, which is not the case of the classical model with an integer derivative (see Figures 4-7 (B)).

Figure 4: The flow rate of the solute in tube-side.

(A)

(B)

Figure 5: The flow rate of the water in tube-side.


Figure 6: The flow rate of the solute in shell-side.


Figure 7: The flow rate of the water in shell-side.

(A)

(B)

Another means to verify the accuracy of the obtained results is to establish a matter balance. The following equation expresses the relative mass balance applied to the module:

$$
\begin{aligned}
& V_{1}=\frac{Q_{\text {water }}-\left(Q_{\text {permeate_water }}+Q_{\text {retentate_water }}\right)}{Q_{\text {feed_water }}}=0, \\
& V_{2}=\frac{Q_{\text {solute }}-\left(Q_{\text {permeate_solute }}+Q_{\text {retentate_solute }}\right)}{Q_{\text {feed_solute }}}=0 .
\end{aligned}
$$

The examination of the mass conservation law is a pertinent factor for the validation of our simulation. The results show the quality of the proposed model for $\alpha=1.5$, by looking $V_{1}$ for the water parameter is of the order of $2.45 \mathrm{e}-10$ and $V_{2}$ for the solute parameter is less than $1.08 \mathrm{e}-12$.

## 5. Conclusion

In this study, simulation of small-scale reverse osmosis desalination problem was conducted using a new fractional model. Numerical method of Legendre wavelets associated with the decoupling and quasi-linearization technique was applied to solve equations of mass transfer. Comparison of model predictions with experimental results in the literature reveals that a reasonable agreement exists between them. Simulation results reveal that fractional model can be considered as a more efficient predictor as compared with classical model. According to the model results, the calculation of the difference between the quantity of matter in the feed-side and the permeate-retentate sides shows the quality of the solutions obtained by the proposed model. It can be concluded from the obtained results that the proposed model in this work can well give the best prediction of reverse osmosis desalination phenomena.
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## 1. Introduction

Fractional calculus is a power tool for finding solution of non-linear problems. So, it has a tremendous use in basic sciences and engineering, see e.g. [1-8].

The VIM is one of the powerful methods within the exact and approximate analyticalsolutions for solving nonlinear equations. The method was first initiated by [9], and it was successfully used by various researchers to investigate the linear andnonlinear problems [9, 10]. We mention that Jafari et.al. applied the variational iterationmethod to the modified Camassa-Holm and Degasperis-Procesi equations andfractional Davey-Stewartson equations, [10, 11]. Momani and Odibat [12] has implementedthe variational iteration method to solve nonlinear fractional differentialequations. It was shown by several authors (see e.g. Wazwaz [13]) that this method ismore powerful than existing techniques such as the Adomian decomposition method [14, 15], perturbation

[^2]method, etc. Besides, the VIM gives rapidly convergent successiveapproximations of the exact solution if such a solution exists. Another importantadvantage is related to the fact that the VIM is capable of greatly reducing the sizeof calculation while still maintaining high accuracy of the numerical solution.

In [16, 17], it was shown that the VIM for obtaining approximate solutions of initialvalue problems is a version of the well-established fixed point iteration methods.In this paper, we are interested into approximate solutions of time fractionalchemical engineering problems as follow:

$$
\begin{align*}
& D_{*}^{\alpha} x_{1}(t)=f_{1}\left(t, x_{1}, \ldots, x_{n}\right) \\
& D_{*}^{\alpha} 2 x_{2}(t)=f_{2}\left(t, x_{1}, \ldots, x_{n}\right)  \tag{1}\\
& \vdots \\
& D_{*}^{\alpha} n_{x_{n}(t)}=f_{n}\left(t, x_{1}, \ldots, x_{n}\right)
\end{align*}
$$

where $D_{*}^{\alpha_{i}}$ is the Caputo derivative of $x_{i}$ of order $a_{i}$ and $0<a_{i} \leq 1$, subject to the initial conditions

$$
\begin{equation*}
x_{1}(0)=c_{0}, x_{2}(0)=c_{2}, \ldots, x_{n}(0)=c_{n} \tag{2}
\end{equation*}
$$

The general response expressions contain a parameter $\alpha$ describing the order of the fractional derivative that can be varied to obtain various responses. The solutions corresponding to ordinary chemical problems, performing the same dynamics, are also determined as a special case of our general solutions. The organization of this paper is as follows: In Section 2, some basic definitions and properties of the fractional calculus are given. In section 3, we introduce variational iteration method and deform it to fixed point iteration method. In Section 4, the mentioned method in Section 3 is used to seek an approximate solution of chemical Eq. (1) with the given initial conditions (2). Also, the accuracy and efficiency of the scheme is investigated with three numerical illustrations in that section. Finally, Section 5 consists of some brief conclusions.

## 2. Preliminary

In this section, we give some definitions and properties of the fractional calculus.
Definition 2.1. A real function $f(t) ; t>0$, is said to be in the space $C_{\mu}, \mu \in R$, if there exists a real number $p(>\mu)$, such that $f(t)=t^{p} f_{1}(t)$, where $f_{1}(t) \in C(0, \infty)$, and it is said to be in the space $C_{\mu}^{n}$, if and only if $f^{(n)} \in C_{\mu}, n \in N$.

Definition 2.2. The Riemann-Liouville fractional integral operator ( $J^{\alpha}$ ), of order $\alpha>0$, of a function $f \in C_{\mu}, \mu \geq-1$, is defined as

$$
\begin{aligned}
& J^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, \quad \alpha>0, \\
& J^{\alpha} f(t)=f(t), \quad \alpha=0 .
\end{aligned}
$$

The main properties of the operator $\left(J^{\alpha}\right)$ can be found in [18, 19], we mention only the following: For $f \in C_{\mu}, \mu \geq-1, \alpha, \beta \geq 0$ and $\gamma>-1$ :

1. $J^{\alpha} J^{\beta} f(t)=J^{\alpha+\beta} f(t)$
2. $J^{\alpha} J^{\beta} f(t)=J^{\beta} J^{\alpha} f(t)$
3. $J^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\alpha+\gamma+1)} t^{\alpha+\gamma}$

The Riemann-Liouville derivative has certain disadvantages when trying to model real-world phenomena with fractional differential equations. Therefore, we shall introduce a modified fractional differential operator $D^{\alpha}$ proposed by Caputo in his work on the theory of viscoelasticity [20].

Definition 2.3. The fractional derivative of $f(t)$ in the Caputo sense is defined as

$$
D^{\alpha} f(t)=J^{n-\alpha} D^{n} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} f^{(n)}(s) d s
$$

Also, we need here two of it's basic properties.
Lemma 2.1. If $n-1<\alpha \leq n, n \in N$ and $f \in C_{\mu}^{n}, \mu \geq-1$ then $\left(D^{\alpha} J^{\alpha}\right) f(t)=f(t)$ and $\left(J^{\alpha} D^{\alpha}\right) f(t)=f(t)-\sum_{k=0}^{n-1} f^{(k)}\left(0^{+}\right) \frac{t^{k}}{k!}, t>0$.

## 3. The VIM And Fixed Point Iteration Method

To illustrate the basic concepts of the VIM we consider the following general nonlinear system:

$$
\begin{equation*}
L_{i}\left(u_{i}(t)\right)+N\left(u_{1}(t), \ldots, u_{m}(t)\right)=g_{i}(t) ; i=1,2, \ldots, m, \tag{3}
\end{equation*}
$$

where $L_{i}$ is the linear operator and $N_{i}$ is the nonlinear operator, and $g_{i}(t)$ is the inhomogeneous term. In the VIM correction function for Eq. (3) can be written as [9]:

$$
\begin{equation*}
u_{i, n+1}(t)=u_{i, n}(t)+\int_{0}^{t} \lambda_{i}(t-\tau)\left(L_{i}\left(u_{i, n}(\tau)\right)+N_{i}\left(\tilde{u}_{1}(\tau), \ldots, \tilde{u}_{m}(\tau)\right)-g_{i}(\tau)\right) d \tau ; i=1,2, \ldots, m . \tag{4}
\end{equation*}
$$

It is obvious that the successive approximation $u_{i, n} ; n \geq 0$ can be established by determining $\lambda_{i}$, a general Lagrange multiplier, which can be identified optimally via the variational theory [21]. The function $\tilde{u}_{i, n}$ is a restricted variation, which means $\delta \tilde{u}_{i, n}=0$. Therefore, we first determine the Lagrange multiplier $\lambda_{i}$ that will be identified via integration by parts. The successive approximations $u_{i, n}(t), n>0$ of the solution $u_{i}(t)$ will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function $u_{i, 0}$ as zeroth approximation which satisfy in given initial condition. Consequently, the exact solution may be procured by using,

$$
\begin{equation*}
u_{i}(t)=\lim _{n \rightarrow \infty} u_{i, n}(t) \tag{5}
\end{equation*}
$$

Obviously, identification of the Lagrange multipliers is crucial to derive a variational iteration formula. Now, if we change our attitude and consider the VIM as special case of fixed point iteration $[16,17]$ we can find a simple and straight manner to determine Lagrange multipliers. In this order from (3) if $L^{-1}$ exist then we have:

$$
\begin{equation*}
u_{i}(t)=\phi_{i}(t)+L_{i}^{-1}\left[g_{i}(t)-N_{i}\left(u_{1}(t), \ldots, u_{m}(t)\right)\right] ; i=1,2, \ldots, m, \tag{6}
\end{equation*}
$$

where $\phi_{i}(t)$ is $\operatorname{Ker}\left(L_{i}\right)$ which determined by initial condition. In fact, we get Lagrange multipliers automatically while calculating inverse of operator $L_{i}$. Applying simple fixed point iteration method on (6) we get

$$
\begin{equation*}
u_{i, n+1}(t)=\phi_{i}(t)+L_{i}^{-1}\left[g_{i}(t)-N_{i}\left(u_{1, n}(t), \ldots, u_{m, n}(t)\right)\right] ; i=1,2, \ldots, m . \tag{7}
\end{equation*}
$$

Here recursive formula (7) are constructed for two special case of linear fractional differential equation as follow

$$
\left\{\begin{array}{l}
\text { if } L(u)=D^{\alpha} u \text { then } L^{-1}(f)=\int_{0}^{t} \frac{(t-\tau)^{\alpha-1}}{\Gamma(\alpha)} f(\tau) d \tau \quad \text { and }  \tag{8}\\
\left.u_{n+1}(t)=\phi(t)+\int_{0}^{t} \frac{(t-\tau)^{\alpha-1}}{\Gamma(\alpha)}\left(g(\tau)-N\left(u_{n}(\tau)\right)\right)\right) d \tau,
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\text { if } L(u)=D^{\alpha} u+\omega u \text { then } L^{-1}(f)=\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\omega(t-\tau)^{\alpha}\right) f(\tau) d \tau \text { and }  \tag{9}\\
u_{n+1}(t)=\phi(t)+\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\omega(t-\tau)^{\alpha}\right)\left[g(\tau)-N\left(u_{n}(\tau)\right)\right] d \tau .
\end{array}\right.
$$

## 4. Test Problems

In this section, we present three examples to illustrate the applicability of new method to solve linear and nonlinear chemical fractional differential equations.

Example 4.1. Chemical Reactor. A reaction $A \rightarrow B$ takes place in two reactors in series. The reactors are well mixed but are not at steady state. The unsteady-state mass balance for each stirred tank reactor are given in the form of system of fractional differential equations are

$$
\begin{align*}
& D^{\alpha} u(t)=\frac{1}{\tau}\left(C A_{0}-u\right)-\beta u \\
& D^{\alpha} \alpha_{v(t)}=\frac{-1}{\tau} v-\beta u  \tag{10}\\
& D^{\alpha}{ }_{w(t)}=\frac{1}{\tau}(u-w)-\beta w \\
& D^{\alpha} y(t)=\frac{1}{\tau}(v-y)-\beta y
\end{align*}
$$

where $C A_{0}$ is the concentration of $A$ at the inlet of first reactor. $C A_{1}(=u)$ is the concentration of $A$ at the outlet of the first reactor (and inlet of the second). $C A_{2}(=w)$ is the concentration of $A$ at the outlet of the second reactor. $C B_{1}(=v)$ is the concentration of $B$ at the outlet of the first reactor ( and inlet of the second). $C B_{2}(=y)$ is the concentration of $B$ in the second reactor. $\tau$ is the residence time for each reactor, and $\beta$ is the rate constant for reaction of $A$ to produce $B$. Consider $C A_{0}$ is equal to $10, \beta=0.1$ and $\tau=5$. Initial conditions

$$
\begin{equation*}
C A_{1}(0)=u(0)=0, C A_{2}(0)=w(0)=0, C B_{1}(0)=v(0)=0, C B_{2}(0)=y(0)=0 \tag{11}
\end{equation*}
$$

By setting $L_{1}, L_{2}, L_{3}$ and $L_{4}$ for this system

$$
\begin{align*}
& L_{1}(u(t))=D^{\alpha} u(t)+\frac{3}{10} u(t) \\
& L_{2}(v(t))=D^{\alpha} v(t)+\frac{1}{5} v(t)  \tag{12}\\
& L_{3}(w(t))=D^{\alpha} w(t)+\frac{3}{10} w(t) \\
& L_{4}(y(t))=D^{\alpha} y(t)+\frac{3}{10} y(t)
\end{align*}
$$

and using (9), the transform of Eq. (10) with initial conditions (11) leads to the following recurrence relations:

$$
\begin{align*}
u_{n+1}(t) & =\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{3}{10}(t-\tau)^{\alpha}\right)(2) d \tau  \tag{13}\\
v_{n+1}(t) & =\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{5}(t-\tau)^{\alpha}\right)\left[\frac{1}{10} u_{n}(\tau)\right] d \tau  \tag{14}\\
w_{n+1}(t) & =\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{3}{10}(t-\tau)^{\alpha}\right)\left[\frac{1}{5} u_{n}(\tau)\right] d \tau  \tag{15}\\
y_{n+1}(t) & =\int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{3}{10}(t-\tau)^{\alpha}\right)\left[\frac{1}{5} v_{n}(\tau)\right] d \tau \tag{16}
\end{align*}
$$

We start with initial approximations $u_{0}(t)=0, v_{0}(t)=0, w_{0}(t)=0, y_{0}(t)=0$, which satisfy in Eqs. (11). In right hand said of Eq.(13) there isn't $u_{n}$ so its exact solution will obtain at first iteration. In the second iteration we get exact solutions of $v(t)$ and $w(t)$ by using the exact solution of $u(t)=u_{1}(t)$ in right hand said of Eqs. (14) and (15). Finally, in the third iteration all exact solutions can be obtain as follow

$$
\begin{aligned}
& u(t)=\frac{20}{3}\left(1-E_{\alpha}\left(\frac{-20}{3} t^{\alpha}\right)\right) \\
& v(t)=\frac{10}{3}\left(1-3 E_{\alpha}\left(\frac{-1}{5} t^{\alpha}\right)+2 E_{\alpha}\left(\frac{-3}{10} t^{\alpha}\right)\right) \\
& w(t)=\frac{40}{9}\left(1-\sum_{m=0}^{\infty} \frac{(1-m)(-3 / 10)^{m}}{\Gamma(m \alpha+1)} t^{m \alpha}\right) \\
& y(t)=\frac{20}{9}\left(1-9 E_{\alpha}\left(\frac{-1}{5} t^{\alpha}\right)+\sum_{m=0}^{\infty} \frac{(8-2 m)(-3 / 10)^{m}}{\Gamma(m \alpha+1)} t^{m \alpha}\right)
\end{aligned}
$$

Example 4.2. Concentration of Reactants. The concentrations of three reactants are in the form of a system of nonlinear FDEs as

$$
\begin{align*}
& D^{\alpha} u(t)=-k_{1} u+k_{2} v w \\
& D^{\alpha}{ }_{v(t)}=-k_{3} u-k_{4} v w-k_{5} v^{2}  \tag{17}\\
& D^{\alpha}{ }_{w(t)=k_{6} v^{2}}
\end{align*}
$$

where $k_{1}, k_{2}, k_{3}, k_{4}, k_{5}$ and $k_{6}$ are constant parameters $\left(k_{1}=0.04, k_{2}=0.01, k_{3}=400, k_{4}=\right.$ $100, k_{5}=30000, k_{6}=30$ ). The initial conditions are given by

$$
\begin{equation*}
u(0)=1, \quad v(0)=0, \quad w(0)=0 . \tag{18}
\end{equation*}
$$

By setting $L=D^{\alpha}$ as a linear operator for every equation in (17) and using (8), we get the recursive formula for concentration equations as follow

$$
\begin{align*}
& u_{n+1}(t)=-\int_{0}^{t} \lambda(t-\tau)\left(-k_{1} u_{n}(\tau)+k_{2} v_{n}(\tau) w_{n}(\tau)\right) d \tau \\
& v_{n+1}(t)=-\int_{0}^{t} \lambda(t-\tau)\left(-k_{3} u_{n}(\tau)+k_{4} v_{n}(\tau) w_{n}(\tau)+k_{5} v_{n}^{2}(\tau)\right) d \tau  \tag{19}\\
& w_{n+1}(t)=\int_{0}^{t} \lambda(t-\tau)\left(k_{6} v_{n}^{2}(\tau)\right) d \tau
\end{align*}
$$

where

$$
\lambda(t, \tau)=\frac{(t-\tau)^{\alpha-1}}{\Gamma(\alpha)}
$$

By starting with an initial approximation $u_{0}(t)=1, v_{0}(t)=0$ and $w_{0}(t)=0$ given by Eq. (18) and using the above iteration formulae (19) we can directly obtain the other components. The first four components of the series are given by

$$
\begin{align*}
& u(t)=1-\frac{t^{\alpha}}{25 \Gamma(1+\alpha)}+\frac{t^{2 \alpha}}{625 \Gamma(1+2 \alpha)}-\frac{t^{3 \alpha}}{15625 \Gamma(1+3 \alpha)} \\
& v(t)=-\frac{400 t^{\alpha}}{\Gamma(1+\alpha)}+\frac{16 t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\frac{4800000000 t^{3 \alpha}}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}  \tag{20}\\
& w(t)=\frac{4800000 t^{3 \alpha}}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}
\end{align*}
$$

For $\alpha=1$ we have

$$
\begin{aligned}
& u(t)=1-0.04 t+0.0008 t^{2}-0.000106667 t^{3} \\
& v(t)=400 t-8 t^{2}-1.6 \times 10^{9} t^{3} \\
& w(t)=1600000 t^{3}
\end{aligned}
$$

which is the same of solution in [22].

Example 4.3. Chemical Reaction there is the system of nonlinear FDE equation which representing a nonlinear reaction,

$$
\begin{align*}
& D^{\alpha} u(t)=-u \\
& D^{\alpha}{ }_{v(t)=u-v^{2}}(21)  \tag{21}\\
& D_{w(t)=v^{2}}^{\alpha}
\end{align*}
$$

with the initial conditions are given by

$$
\begin{equation*}
u(0)=1, v(0)=1, w(0)=0 \tag{22}
\end{equation*}
$$

By setting $L=D^{\alpha}$ as a linear operator for every equation in (21) and using (8), the recursive formula for reaction equation (21) is

$$
\begin{aligned}
& u_{n+1}(t)=1-\int_{0}^{t} \lambda(t-\tau) u_{n}(\tau) d \tau \\
& v_{n+1}(t)=-\int_{0}^{t} \lambda(t-\tau)\left(-u_{n}(\tau) v_{n}^{2}(\tau)\right) d \tau(23) \\
& w_{n+1}(t)=\int_{0}^{t} \lambda(t-\tau) v_{n}^{2}(\tau) d \tau
\end{aligned}
$$

where

$$
\lambda(t, \tau)=\frac{(t-\tau)^{\alpha-1}}{\Gamma(\alpha)}
$$

By using recurrence relation (23) and initial approximation $u_{0}(t)=1, v_{0}(t)=0$ and $w_{0}(t)=0$ given by Eq. (22) three Iteration terms of solutions are obtained as follow:

$$
\left\{\begin{array}{l}
u_{1}(t)=1-\frac{t^{\alpha}}{\Gamma(1+\alpha)}, \\
v_{1}(t)=\frac{t^{\alpha}}{\Gamma(1+\alpha)},  \tag{25}\\
w_{1}(t)=0, \\
\left\{\begin{array}{l}
v_{2}(t)=\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\frac{t^{3 \alpha} \Gamma(1+2 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)} \\
w_{2}(t)=1-\frac{t^{\alpha}}{\Gamma(1+\alpha)}+\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}, \\
t_{2}^{3 \alpha} \Gamma(1+2 \alpha) \\
\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)
\end{array}\right.
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
v_{3}(t)=1-\frac{t^{\alpha}}{\Gamma(1+\alpha)}+\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\frac{t^{3 \alpha}}{\Gamma(1+3 \alpha)}  \tag{26}\\
v_{3}(t)=\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\left(\frac{1}{\Gamma(1+3 \alpha)}-\frac{\Gamma(1+2 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}\right) t^{3 \alpha} \\
w_{3}(t)=\frac{t^{3 \alpha} \Gamma(1+2 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}
\end{array}\right.
$$

In the third iteration the first four components of the series solution are expressed and we have the following approximate solution

$$
\begin{aligned}
& u(t)=1-\frac{t^{\alpha}}{\Gamma(1+\alpha)}+\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\frac{t^{3 \alpha}}{\Gamma(1+3 \alpha)} \\
& v(t)=\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{t^{2 \alpha}}{\Gamma(1+2 \alpha)}-\left(\frac{1}{\Gamma(1+3 \alpha)}-\frac{\Gamma(1+2 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}\right) t^{3 \alpha} \\
& w(t)=\frac{\Gamma(1+2 \alpha) t^{3 \alpha}}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}
\end{aligned}
$$

which is the same of solution in [23].

## 5. Conclusion

For illustration purposes, we considered three examples. Results obtained using the scheme presented here agree well with the numerical results presented elsewhere. Results also show that the numerical scheme is very effective and convenient for solving nonlinear partial differential equations of fractional order. The numerical computations associated with the three examples discussed above were performed by using the Computer Algebra System Mathematica.
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#### Abstract

The first multiplicative Zagreb index $\Pi_{1}(G)$ is equal to the product of squares of the degree of the vertices and the second multiplicative Zagreb index $\Pi_{2}(G)$ is equal to the product of the products of the degree of pairs of adjacent vertices of the underlying molecular graphs $G$. Also, the multiplicative sum Zagreb index $\Pi_{3}(G)$ is equal to the product of the sums of the degree of pairs of adjacent vertices of $G$. In this paper, weintroduce a new version of the multiplicative sum Zagreb index and study the moments of the ratio and product of all indices in a randomly chosen molecular graph with tree structure of order $n$. Also, a supermartingale is introduced by Doob's supermartingale inequality.
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## 1. Introduction

Molecular graphs can distinguish between structural isomers, compounds which have the same molecular formula but non-isomorphic graphs- such as isopentane and neopentane. On the other hand, the molecular graph normally does not contain any information about the three-dimensional arrangement of the bonds, and therefore cannot distinguish between conformational isomers (such as cis and trans 2-butene) or stereoisomers (such as D- and L-glyceraldehyde).

In some important cases (topological index calculation etc.) the following classical definition is sufficient: molecular graph is connected undirected graph one-to-one corresponded to structural formula of chemical compound so that vertices of the graph

[^3]correspond to atoms of the molecule and edges of the graph correspond to chemical bonds between these atoms.

In the fields of chemical graph theory, molecular topology, and mathematical chemistry, a topological index also known as a connectivity index is a type of a molecular descriptor that is calculated based on the molecular graph of a chemical compound. Topological indices are numerical parameters of a graph which characterize its topology and are usually graph invariant. Topological indices are used for example in the development of quantitative structure-activity relationships (QSARs) in which the biological activity or other properties of molecules are correlated with their chemical structure. The simplest topological indices do not recognize double bonds and atom types ( $\mathrm{C}, \mathrm{N}, \mathrm{O}$ etc.) and ignore hydrogen atoms ("hydrogen suppressed") and defined for connected undirected molecular graphs only. More sophisticated topological indices also take into account the hybridization state of each of the atoms contained in the molecule. Hundreds of indices were introduced. The Hosoya index is the first topological index recognized in chemical graph theory, and it is often referred to as the topological index. Other examples include the Wiener index, Randic's molecular connectivity index, Balaban's J index, and the TAU descriptors [12].

Let $G$ be a molecular graph. Two vertices of $G$, connected by an edge, are said to be adjacent. The number of vertices of $G$, adjacent to a given vertex $v$, is the degree of this vertex, and will be denoted by $d(v)$. Gutman [5] introduced the following general form for topological indices:

$$
T I_{s}=T I_{s}(G)=\sum_{u v \in E(T)} F(d(u), d(v)),
$$

where the summation goes over all pairs of adjacent nodes $u, v$ of molecular graph $G$, and where $F=F(x, y)$ is an appropriately chosen function. In particular, $F(x, y)=(x y)^{-1 / 2}$ for Randić index, $F(x, y)=x+y$ for the first Zagreb index, $F(x, y)=x y$ for the second Zagreb index, $F(x, y)=|x-y|$ for the third Zagreb index, $F(x, y)=(x y)^{\lambda}(\lambda \in \mathrm{R})$ for the second variable Zagreb index, $F(x, y)=\left((x+y-2)(x y)^{-1}\right)^{1 / 2}$ for the ABC index, $F(x, y)=\left(x y(x+y-2)^{-1}\right)^{3}$, for the augmented Zagreb index, $F(x, y)=2 \sqrt{x y}(x+y)^{-1}$ for the geometric-arithmetic index, $F(x, y)=2(x+y)^{-1}$ for the harmonic index and $F(x, y)=$ $(x+y)^{-1 / 2}$ for the sum-connectivity index.

Todeschini et al. [15,16] proposed that multiplicative variants of molecular structure descriptors be considered. Thus we have the following general form for topological indices:

$$
T I_{p}=T I_{p}(G)=\prod_{u v \in E(T)} F(d(u), d(v)) .
$$

When this idea is applied to Zagreb indices, one arrives at their multiplicative versions $\Pi_{1}(G)$ and $\Pi_{2}(G)$, defined as $\Pi_{1}(G)=\prod_{v \in V(G)}(d(v))^{2}$ and $\Pi_{2}(G)=\prod_{u v E E(G)} d(u) d(v)$ [3, 4]. Réti and Gutman [14] provided lower and upper bounds for $\Pi_{1}$ and $\Pi_{2}$ of a connected graph in terms of the number of vertices, number of edges, and the ordinary, additive Zagreb indices $M_{1}$ and $M_{2}$. Let $\mathrm{T}_{n}$ be the set of trees with $n$ vertices. Gutman [6] determined the elements of $\mathrm{T}_{n}$, extremal w.r.t. $\Pi_{1}$ and $\Pi_{2}$. Iranmanesh et al. [7] computed these indices for link and splice of graphs. In continuation, with use these graphs, they computed the first and the second multiplicative Zagreb indices for a class of dendrimers. Liu and Zhang [13] introduced several sharp upper bounds for $\Pi_{1}$-index in terms of graph parameters including the order, size, radius, Wiener index and eccentric distance sum, and upper bounds for $\Pi_{2}$-index in terms of graph parameters including the order, size, the first Zagreb index, the first Zagreb coindex and degree distance. Xu and Hua [18] obtained a unified approach to characterize extremal (maximal and minimal) trees, unicyclic graphs and bicyclic graphs with respect to multiplicative Zagreb indices, respectively. Recently, Wang and Wei studied these indices in $k$-trees [17].

Another multiplicative version of the first Zagreb index is defined as $\Pi_{3}(G)=\prod_{u v \in E(G)}(d(u)+d(v))$ and is named as the multiplicative sum Zagreb index. Eliasi et al. [2] proved that among all connected graphs with a given number of vertices, the path has minimal $\Pi_{3}$. They also determined the trees with the second-minimal $\Pi_{3}$. Kazemi [11] studied $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$ in random molecular graphs with tree structure. He gave the lower and upper bounds related to the moments of these indices.

We introduce the modified multiplicative sum Zagreb index, defined as

$$
\Pi_{4}(G)=\prod_{u v \in E(G)}(d(u)+d(v))^{d(u) d(v)},
$$

and study it in random molecular graphs with tree structure. An illustrative example is provided in Figure 1.

## 2. Evolution Process

The structures of many molecules such as dendrimers and acyclic molecules are tree like. We present the following evolution process for random trees of order $n$, which turns out to be appropriate when studying the multiplicative Zagreb indices of molecular graphs with tree structure [10].

Every order- $n$ tree can be obtained uniquely by attaching $n$th node to one of the $n-1$ nodes in a tree of order $n-1$. It is of particular interest in applications to assume the random tree model and to speak about a random tree with $n$ nodes, which means that all
trees of order $n$ are considered to appear equally likely. Equivalently one may describe random trees via the following tree evolution process, which generates random trees of arbitrary order $n$. At step 1 the process starts with a node. At step $i$ the $i$ th node is attached to any previous node $v$ of the already grown tree $T$ of order $i-1$ with probability $p_{i}(v)=1 /(i-1)$. For applicability of our own results and specially connection with the chemical relevance, see [9].


Figure 1. A molecular graph with $\Pi_{1}=6718464, \Pi_{2}=8707129344$,

$$
\Pi_{3}=14400000000 \text { and } \Pi_{4}=4 \times 10^{51} .
$$

Let $d(v, n)$ denote the degree of node $v$ in our structure of order $n$. It is obvious that $1 \leq d(v, n) \leq n-1$. We define $\mathrm{B}_{n}$ to be the sigma-field generated by the first $n$ stages of the random molecular graphs with tree structure. Let $\mathrm{T}_{n}$ be the set of trees with order $n$. Then by definition of the multiplicative Zagreb indices for $k \geq 1$ and $i=1,2,3$ [11],

$$
\begin{equation*}
\frac{\Pi_{i}\left(T_{n}\right)^{k}}{\Pi_{i}\left(T_{n-1}\right)^{k}}=f_{\Pi_{i}}(d(U, n-1))^{k}, \tag{1}
\end{equation*}
$$

where $U$ is independent of $\mathrm{B}_{n-1}$. Let $\left\{y_{1}, \ldots, y_{k}\right\}$ be the neighborhood of the vertex $U$. Also

$$
f_{\Pi_{i}}(d(U, n-1))= \begin{cases}\left(\frac{d(U, n-1)+1}{d(U, n-1)}\right)^{2}, & \text { for } i=1 \\ \left(\frac{d(U, n-1)+1}{d(U, n-1)}\right)^{d(U, n-1)} \times(d(U, n-1)+1), & \text { for } i=2 \\ \prod_{k=1}^{d(U, n-1)} \frac{d(U, n-1)+d\left(y_{k}, n-1\right)+1}{d(U, n-1)+d\left(y_{k}, n-1\right)}, & \text { for } i=3 .\end{cases}
$$

It is obvious that

$$
a_{\Pi_{i}}:=\min f_{\Pi_{i}}(d(U, n-1))^{k}= \begin{cases}\left(\frac{n-2}{n-3}\right)^{2 k}, & \text { for } i=1 \\ 4^{k}, & \text { for } i=2 \\ \left(3 \frac{n-1}{n-2}\right)^{k}, & \text { for } i=3\end{cases}
$$

and

$$
d_{\Pi_{i}}:=\max f_{\Pi_{i}}(d(U, n-1))^{k}= \begin{cases}4^{k}, & \text { for } i=1 \\ \left(\frac{n-2}{n-3}\right)^{k(n-3)}(n-2)^{k}, & \text { for } i=2 \\ \left(\frac{n-1}{n-2}\right)^{k(n-3)}(n-1)^{k}, & \text { for } i=3 .\end{cases}
$$

Theorem 1 [11] Let $\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k}\right)(k \geq 1, i=1,2,3)$ be the $k$ th moment of $\Pi_{i}\left(T_{n}\right)$ of a molecular graph $T_{n}$ with tree structure of order $n$. Then for $n \geq 5$,

$$
\begin{aligned}
&(n-2)^{2 k} \leq \mathbf{E}\left(\Pi_{1}\left(T_{n}\right)^{k}\right) \leq 4^{k(n-2)} \\
& 4^{k(n-2)} \leq \mathbf{E}\left(\Pi_{2}\left(T_{n}\right)^{k}\right) \leq(n-2)^{(n-2) k}, \text { (a.e.) } \\
&\left(\frac{2}{9} 3^{n}(n-1)\right)^{k} \leq \mathbf{E}\left(\Pi_{3}\left(T_{n}\right)^{k}\right) \leq 2^{k}(n-1)^{k(n-2)}, \text { (a.e.). }
\end{aligned}
$$

## 3. MainResults

### 3.1 Ratio of the Multiplicative Zagreb Indices

In this section, we obtain lower and upper bounds for the moments of the ratio of the multiplicative Zagreb indices ( $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$ ).

Theorem 2 Suppose

$$
\Pi_{i, j, k}\left(T_{n}\right)=\mathbf{E}\left(\frac{\Pi_{i}\left(T_{n}\right)}{\Pi_{j}\left(T_{n}\right)}\right)^{k}, i \neq j, i, j=1,2,3
$$

Then

$$
\Pi_{1,2, k}\left(T_{n}\right) \geq\left(\frac{n-2}{(n-3)^{2}}\right)^{k(n-2)}, \Pi_{1,3, k}\left(T_{n}\right) \geq \frac{1}{2^{k}}\left(\frac{n-2}{(n-3)(n-1)^{\frac{1}{2}}}\right)^{2 k(n-2)}
$$

$$
\begin{aligned}
& \Pi_{2,1, k}\left(T_{n}\right) \geq 1, \Pi_{2,3, k}\left(T_{n}\right) \geq \frac{1}{2^{k}}\left(\frac{4}{n-1}\right)^{k(n-2)} \\
& \Pi_{3,1, k}\left(T_{n}\right) \geq 2^{k}\left(\frac{3}{4} \frac{n-1}{n-2}\right)^{k(n-2)}, \Pi_{3,2, k}\left(T_{n}\right) \geq 2^{k}\left(\frac{3(n-1)}{(n-2)^{2}}\right)^{k(n-2)}
\end{aligned}
$$

Proof. It is obvious that for $i=1,2,3, \Pi_{i}\left(T_{n}\right)^{k}>\Pi_{i}\left(T_{n-1}\right)^{k}$. Then

$$
\begin{aligned}
& \Pi_{i, j, k}\left(T_{n}\right)=\mathbf{E}\left(\mathbf{E}\left(\left.\frac{\Pi_{i}\left(T_{n}\right)^{k}}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& >\mathbf{E}\left(\mathbf{E}\left(\left.\frac{\Pi_{i}\left(T_{n-1}\right)^{k}}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& =\mathbf{E}\left(\Pi_{i}\left(T_{n-1}\right)^{k} \mathbf{E}\left(\left.\frac{1}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& \geq \mathbf{E}\left(a_{\Pi_{i}} \Pi_{i}\left(T_{n-2}\right)^{k} \mathbf{E}\left(\left.\frac{1}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& \geq \cdots \geq \mathbf{E}\left(a_{\Pi_{i}}^{n-2} \Pi_{i}\left(T_{2}\right)^{k} \mathbf{E}\left(\left.\frac{1}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& =a_{\Pi_{i}}^{n-2} b_{\Pi_{i}}^{k} \mathbf{E}\left(\mathbf{E}\left(\left.\frac{1}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right), \quad b_{\Pi_{i}}=\Pi_{i}\left(T_{2}\right) \\
& =a_{\Pi_{i}}^{n-2} b_{\Pi_{i}}^{k} \mathbf{E}\left(\frac{1}{\Pi_{j}\left(T_{n}\right)^{k}}\right),
\end{aligned}
$$

where $b_{\Pi_{1}}=b_{\Pi_{2}}=1, b_{\Pi_{3}}=2$. By Jensen's inequality [1],

$$
\Pi_{i, j, k}\left(T_{n}\right) \geq a_{\Pi_{i}}^{n-2} b_{\Pi_{i}}^{k} \frac{1}{\mathbf{E}\left(\Pi_{j}\left(T_{n}\right)^{k}\right)}
$$

and proof is completed by Theorem 1.
Corollary 1 Suppose $m \neq n(m, n \in \mathrm{~N})$ and

$$
\Pi_{i, j, k}\left(T_{m}, T_{n}\right)=\mathbf{E}\left(\frac{\Pi_{i}\left(T_{n}\right)}{\Pi_{j}\left(T_{m}\right)}\right)^{k}, \quad i, j=1,2,3
$$

Then

$$
\Pi_{1,1, k}\left(T_{m}, T_{n}\right) \geq\left(\frac{n-2}{n-3}\right)^{2 k(n-2)} 4^{-k(m-2)}, \Pi_{2,2, k}\left(T_{m}, T_{n}\right) \geq \frac{4^{k(n-2)}}{(m-2)^{k(m-2)}}
$$

$$
\begin{aligned}
& \Pi_{3,3, k}\left(T_{m}, T_{n}\right) \geq\left(\frac{3(n-1)}{n-2}\right)^{k(n-2)}(m-1)^{-k(m-2)}, \\
& \Pi_{1,2, k}\left(T_{m}, T_{n}\right) \geq\left(\frac{n-2}{n-3}\right)^{2 k(n-2)}(m-2)^{-k(m-2)}, \\
& \Pi_{1,3, k}\left(T_{m}, T_{n}\right) \geq \frac{1}{2^{k}}\left(\frac{n-2}{n-3}\right)^{2 k(n-2)}(m-1)^{-k(m-2)}, \\
& \Pi_{2,1, k}\left(T_{m}, T_{n}\right) \geq 4^{n-m}, \Pi_{2,3, k}\left(T_{m}, T_{n}\right) \geq \frac{4^{k(n-2)}}{2^{k}(m-1)^{k(m-2)}}, \\
& \Pi_{3,1, k}\left(T_{m}, T_{n}\right) \geq 2^{k}\left(3 \frac{n-1}{n-2}\right)^{k(n-2)} 4^{-k(m-2)} \\
& \Pi_{3,2, k}\left(T_{m}, T_{n}\right) \geq 2^{k}\left(\frac{3(n-1)}{(n-2)^{2}}\right)^{k(n-2)}(m-2)^{-k(m-2)}
\end{aligned}
$$

With this approach, we can obtain the sharp lower bounds for different values of $k$.
Theorem 3 Suppose

$$
\Pi_{i, j, k}\left(T_{n}\right)=\mathbf{E}\left(\frac{\Pi_{i}\left(T_{n}\right)}{\Pi_{j}\left(T_{n}\right)}\right)^{k}, i \neq j, i, j=1,2,3 .
$$

Then

$$
\begin{aligned}
& \Pi_{1,2, k}\left(T_{n}\right) \leq 4^{k(n-2)}, \Pi_{1,3, k}\left(T_{n}\right) \leq\left(\frac{1}{2}\right)^{k} 4^{k(n-2)}, \\
& \Pi_{2,1, k}\left(T_{n}\right) \leq\left(\frac{n-2}{n-3}\right)^{k(n-3)(n-2)}(n-2)^{k(n-2)}, \\
& \Pi_{2,3, k}\left(T_{n}\right) \leq\left(\frac{1}{2}\right)^{k}\left(\frac{n-2}{n-3}\right)^{k(n-3)(n-2)}(n-2)^{k(n-2)}, \\
& \Pi_{3,1, k}\left(T_{n}\right) \leq 2^{k}\left(\frac{n-1}{n-2}\right)^{k(n-3)(n-2)}(n-1)^{k(n-2)}, \\
& \Pi_{3,2, k}\left(T_{n}\right) \leq 2^{k}\left(\frac{n-1}{n-2}\right)^{k(n-3)(n-2)}(n-1)^{k(n-2)} .
\end{aligned}
$$

Proof. We have [11]:

$$
\begin{aligned}
& \mathbf{E}\left(\Pi_{1}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right) \leq d_{\Pi_{1}} \Pi_{1}\left(T_{n-1}\right)^{k}, \\
& \mathbf{E}\left(\Pi_{2}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right) \leq d_{\Pi_{2}} \Pi_{2}\left(T_{n-1}\right)^{k}, \\
& \mathbf{E}\left(\Pi_{3}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right) \leq d_{\Pi_{3}} \Pi_{3}\left(T_{n-1}\right)^{k},
\end{aligned} \quad \text { (a.e.), }, \text { a.e.). (2) }
$$

Thus

$$
\begin{aligned}
& \Pi_{i, j, k}\left(T_{n}\right)=\mathbf{E}\left(\mathbf{E}\left(\left.\frac{\Pi_{i}\left(T_{n}\right)^{k}}{\Pi_{j}\left(T_{n}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& \leq \mathbf{E}\left(\mathbf{E}\left(\left.\frac{\Pi_{i}\left(T_{n}\right)^{k}}{\Pi_{j}\left(T_{n-1}\right)^{k}} \right\rvert\, \mathrm{B}_{n-1}\right)\right) \\
& =\mathbf{E}\left(\frac{1}{\Pi_{j}\left(T_{n-1}\right)^{k}} \mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right)\right) \\
& \leq d_{\Pi_{i}} \mathbf{E}\left(\frac{\Pi_{i}\left(T_{n-1}\right)^{k}}{\Pi_{j}\left(T_{n-1}\right)^{k}}\right) \\
& \leq d_{\Pi_{i}} \mathbf{E}\left(\frac{\Pi_{i}\left(T_{n-1}\right)^{k}}{\Pi_{j}\left(T_{n-2}\right)^{k}}\right) \\
& =d_{\Pi_{i}} \mathbf{E}\left(\mathbf{E}\left(\left.\frac{\Pi_{i}\left(T_{n-1}\right)^{k}}{\Pi_{j}\left(T_{n-2}\right)^{k}} \right\rvert\, \mathrm{B}_{n-2}\right)\right) \\
& =d_{\Pi_{i}} \mathbf{E}\left(\frac{1}{\Pi_{j}\left(T_{n-2}\right)^{k}} \mathbf{E}\left(\Pi_{i}\left(T_{n-1}\right)^{k} \mid \mathrm{B}_{n-2}\right)\right) \\
& \leq d_{\Pi_{i}}^{2} \mathbf{E}\left(\frac{\Pi_{i}\left(T_{n-2}\right)^{k}}{\Pi_{j}\left(T_{n-2}\right)^{k}}\right) \\
& \leq \cdots \leq d_{\Pi_{i}}^{n-2} \mathbf{E}\left(\frac{\Pi_{i}\left(T_{2}\right)^{k}}{\Pi_{j}\left(T_{2}\right)^{k}}\right) \\
& =d_{\Pi_{i}}^{n-2} \Pi_{i, j, k}\left(T_{2}\right),
\end{aligned}
$$

where
$\Pi_{1,3, k}\left(T_{2}\right)=\Pi_{2,3, k}\left(T_{2}\right)=(1 / 2)^{k}$,
$\Pi_{3,1, k}\left(T_{2}\right)=\Pi_{3,2, k}\left(T_{2}\right)=2^{k}$,
$\Pi_{2,1, k}\left(T_{2}\right)=\Pi_{1,2, k}\left(T_{2}\right)=1$.
Now, the proof is completed by inequalities (2).
We can introduce the upper bounds similar to Corollary 1.
Corollary 2 Let $i, j, k, l=1,2,3, n, p \geq 5$ and

$$
\Pi_{i, j, k, l}\left(T_{n}, T_{p}\right)=\mathbf{E}\left(\frac{\Pi_{i}\left(T_{n}\right)}{\Pi_{j}\left(T_{n}\right)} \frac{\Pi_{k}\left(T_{p}\right)}{\Pi_{l}\left(T_{p}\right)}\right) .
$$

Let $r, s \in[1, \infty]$ with $1 / r+1 / s=1$. By Holder's inequality,

$$
\Pi_{i, j, k, l}\left(T_{n}, T_{p}\right) \leq \Pi_{i, j, r}\left(T_{n}\right)^{\frac{1}{r}} \Pi_{k, l, s}\left(T_{p}\right)^{\frac{1}{s}} .
$$

For example,

$$
\Pi_{1,2,3,2}\left(T_{5}, T_{6}\right) \leq \Pi_{1,2, r}\left(T_{5}\right)^{\frac{1}{r}} \Pi_{3,2, s}\left(T_{6}\right)^{\frac{1}{s}} \leq \frac{5^{16}}{4^{9}} .
$$

### 3.2 Modified Multiplicative Sum Zagreb Index

For a path $P_{n}$,

$$
\Pi_{4}\left(P_{n}\right)=256(n-3)+18, n \geq 3
$$

and for a star $S_{n}$,

$$
\Pi_{4}\left(S_{n}\right)=n^{n-1}(n-1), n \geq 2
$$

Lemma 1 Let

$$
f\left(x, y_{1}, \ldots, y_{x}\right)=(x+2)^{x+1} \prod_{i=1}^{x} \frac{\left(x+y_{i}+1\right)^{(x+1) y_{i}}}{\left(x+y_{i}\right)^{x_{i}}}, x, y_{i}=1,2,3, \ldots, n-3 .
$$

Then

$$
f(1,1, \ldots, 1) \leq f\left(x, y_{1}, \ldots, y_{x}\right) \leq f(n-3, n-3, \ldots, n-3) .
$$

Proof. It is enough to note that the function $f\left(x, y_{1}, \ldots, y_{x}\right)$ is increasing in each $y_{i}$ and $x$. Let vertex $U$ is uniformly distributed on the vertex set $\left\{v_{1}, v_{2}, \ldots, v_{n-1}\right\}$. Then by definition of the modified multiplicative sum Zagreb index,

$$
\begin{aligned}
& \Pi_{4}\left(T_{n}\right)=\Pi_{4}\left(T_{n-1}\right)(d(U, n-1)+2)^{d(U, n-1)+1} \\
& \times \prod_{i=1}^{d(U, n-1)} \frac{\left(d(U, n-1)+d\left(y_{i}, n-1\right)+1\right)^{(d(U, n-1)+1) d\left(y_{i}, n-1\right)}}{\left(d(U, n-1)+d\left(y_{i}, n-1\right)\right)^{d(U, n-1) d\left(y_{i}, n-1\right)}},
\end{aligned}
$$

where $U$ is independent of $\mathrm{B}_{n-1}$ and node $y_{i}$ is the neighborhood of the vertex $U$.
Theorem 4 Let $\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)(k \geq 1)$ be the $k$ th moment of $\Pi_{4}\left(T_{n}\right)$ of a molecular graph $T_{n}$ with tree structure of order $n$. Then for $\mathrm{T}_{n} \backslash\left\{P_{n}, S_{n}\right\}$,

$$
\begin{equation*}
\left.2^{k}\left(\frac{81}{2}\right)^{k(n-2)} \leq \mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right) \leq 81^{k} \prod_{j=3}^{n-1} j^{k(j-1)}\left(\frac{(2 j-3)^{j-1}}{(2 j-4)^{j-2}}\right)^{k(j-2)^{2}}, \quad \text { (a.e. }\right) . \tag{4}
\end{equation*}
$$

Proof. It is obvious that $\Pi_{4}\left(T_{n-1}\right)$ is $\mathrm{B}_{n-1}$-measurable and the $n$th vertex is attached to any previous vertex $v$ of the already grown structure $T_{n-1}$ with probability $1 /(\mathrm{n}-1)$ [8,10]. From Lemma 1 and Equation (3),
$\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right)=\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k} \mid d\left(v_{j}, n-1\right), j=1, \ldots, n-1\right)$

$$
\begin{aligned}
& \geq \frac{\Pi_{4}\left(T_{n-1}\right)^{k}}{n-1} \sum_{j=1}^{n-1} \prod_{i=1}^{d\left(v_{j}, n-1\right)}\left(d\left(v_{j}, n-1\right)+2\right)^{k\left(d\left(v_{j}, n-1\right)+1\right)} \frac{\left(d\left(v_{j}, n-1\right)+2\right)^{k\left(d\left(v_{j}, n-1\right)+1\right)}}{\left(d\left(v_{j}, n-1\right)+1\right)^{k d\left(v_{j}, n-1\right)}} \\
& \geq \Pi_{4}\left(T_{n-1}\right)^{k}\left(\frac{81}{2}\right)^{k}, \quad(\text { a.e. }) \\
& \geq \cdots \geq 2^{k}\left(\frac{81}{2}\right)^{k(n-2)},
\end{aligned}
$$

since $\Pi_{4}\left(T_{2}\right)=2$. We can obtain the upper bound from Lemma 1 and $\Pi_{4}\left(T_{3}\right)=81$.

Theorem 5 Assume $\Pi_{4, i, k}=\left(\frac{\Pi_{4}\left(T_{i+1}\right)}{\Pi_{4}\left(T_{i-1}\right)}\right)^{k}$, for $i \geq 5$ and $k \geq 1$. Then almost everywhere,

$$
\left(\frac{81}{2}\right)^{2 k} \leq \mathbf{E}\left(\Pi_{4, i, k}\right) \leq(i-1)^{k(i-2)}\left(\frac{(2 i-5)^{i-2}}{(2 i-6)^{i-3}}\right)^{k(i-3)^{2}}(j-1)^{k(j-2)}\left(\frac{(2 j-5)^{j-2}}{(2 j-6)^{j-3}}\right)^{k(j-3)^{2}}
$$

Proof. Suppose $Y_{4, i, k}=\left(\frac{\Pi_{4}\left(T_{i}\right)}{\Pi_{4}\left(T_{i-1}\right)}\right)^{k}$ for $i \geq 5$. Then $\mathbf{E}\left(\Pi_{4, i, k}\right)=\mathbf{E}\left(Y_{4, i, k} Y_{4, i+1, k}\right)$. Now, from Theorem 4 and the law of the iterated expectation,

$$
\begin{aligned}
& \mathbf{E}\left(\Pi_{4, i, k}\right)=\mathbf{E}\left(\mathbf{E}\left(Y_{4, i, k} Y_{4, i+1, k} \mid \mathrm{B}_{i}\right)\right) \\
& =\mathbf{E}\left(Y_{4, i, k} \mathbf{E}\left(Y_{4, i+1, k} \mid \mathrm{B}_{i}\right)\right), \quad(\text { a.e. }) \\
& \geq\left(\frac{81}{2}\right)^{k} \mathbf{E}\left(Y_{4, i, k}\right) \\
& =\left(\frac{81}{2}\right)^{k} \mathbf{E}\left(\mathbf{E}\left(Y_{4, i, k} \mid \mathrm{B}_{i-1}\right)\right) \\
& \geq\left(\frac{81}{2}\right)^{2 k} .
\end{aligned}
$$

With this approach, we can obtain the upper bound.
Corollary 3 We have

$$
\Pi_{1,4, k}\left(T_{n}\right) \geq \frac{\left(\frac{n-2}{n-3}\right)^{2 k(n-2)}}{81^{k} \prod_{j=3}^{n-1} j^{k(j-1)}\left(\frac{(2 j-3)^{j-1}}{(2 j-4)^{j-2}}\right)^{k(j-2)^{2}}}
$$

$$
\begin{aligned}
& \Pi_{2,4, k}\left(T_{n}\right) \geq \frac{4^{k(n-2)}}{81^{k} \prod_{j=3}^{n-1} j^{k(j-1)}\left(\frac{(2 j-3)^{j-1}}{(2 j-4)^{j-2}}\right)^{k(j-2)^{2}}}, \\
& \Pi_{3,4, k}\left(T_{n}\right) \geq \frac{2^{k}\left(\frac{3(n-1)}{n-2}\right)^{k(n-2)}}{81^{k} \prod_{j=3}^{n-1} j^{k(j-1)}\left(\frac{(2 j-3)^{j-1}}{(2 j-4)^{j-2}}\right)^{k(j-2)^{2}}} \\
& \Pi_{4,1, k}\left(T_{n}\right) \geq \frac{2^{k}\left(\frac{81}{2}\right)^{k(n-2)}}{4^{k(n-2)}}, \Pi_{4,2, k}\left(T_{n}\right) \geq \frac{2^{k}\left(\frac{81}{2}\right)^{k(n-2)}}{(n-2)^{k(n-2)}}, \\
& \Pi_{4,3, k}\left(T_{n}\right) \geq \frac{\left(\frac{81}{2}\right)^{k(n-2)}}{(n-1)^{k(n-2)}, \Pi_{1,4, k}\left(T_{n}\right) \leq \frac{4^{k(n-2)}}{2^{k}}} \\
& \Pi_{2,4, k}\left(T_{n}\right) \leq \frac{1}{2^{k}}\left(\frac{n-2}{n-3}\right)^{k(n-2)(n-3)}(n-2)^{k(n-2)}, \\
& \Pi_{3,4, k}\left(T_{n}\right) \leq\left(\frac{n-1}{n-2}\right)^{k(n-3)(n-2)}(n-1)^{k(n-2)}, \\
& \Pi_{4,1, k}\left(T_{n}\right) \leq 2^{k}(n-1)^{k(n-2)^{2}}\left(\frac{(2 n-5)^{n-2}}{(2 n-6)^{n-3}}\right)^{k(n-3)^{2}(n-2)}, \\
& \Pi_{4,2, k}\left(T_{n}\right) \leq 2^{k}(n-1)^{k(n-2)^{2}}\left(\frac{(2 n-5)^{n-2}}{(2 n-6)^{n-3}}\right)^{k(n-3)^{2}(n-2)} \\
& \Pi_{4,3, k}\left(T_{n}\right) \leq(n-1)^{k(n-2)^{2}}\left(\frac{(2 n-5)^{n-2}}{(2 n-6)^{n-3}}\right)^{k(n-3)^{2}(n-2)}
\end{aligned}
$$

since

$$
a_{\Pi_{4}}=\left(\frac{81}{2}\right)^{k}, b_{\Pi_{4}}=2, d_{\Pi_{4}}=(n-1)^{k(n-2)}\left(\frac{(2 n-5)^{n-2}}{(2 n-6)^{n-3}}\right)^{k(n-3)^{2}}
$$

Also, $\Pi_{1,4, k}\left(T_{2}\right)=\Pi_{2,4, k}\left(T_{2}\right)=(1 / 2)^{k}, \Pi_{4,1, k}\left(T_{2}\right)=\Pi_{4,2, k}\left(T_{2}\right)=2^{k}, \Pi_{3,4, k}\left(T_{2}\right)=\Pi_{4,3, k}\left(T_{2}\right)=1$.
Theorem 6 Let T be a finite stopping time for $\left\{\frac{\Pi_{1}\left(T_{n}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)}, \mathrm{B}_{n}\right\}_{n \geq 5}$. Then

$$
\mathbf{E}\left(\frac{\Pi_{1}\left(T_{\mathrm{T}}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{\mathrm{T}}\right)^{k}\right)}\right) \leq 1
$$

Also, for $\lambda \geq 0$,

$$
P\left(\sup _{n \geq 5} \frac{\Pi_{1}\left(T_{n}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)} \geq \lambda\right) \leq \frac{1}{\lambda}
$$

Proof. We have

$$
\begin{aligned}
& \mathbf{E}\left(\left.\frac{\Pi_{1}\left(T_{n}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)} \right\rvert\, \mathrm{B}_{n-1}\right)=\frac{\mathbf{E}\left(\Pi_{1}\left(T_{n}\right)^{k} \mid \mathrm{B}_{n-1}\right)}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)} \\
& \leq \frac{4^{k} \Pi_{1}\left(T_{n-1}\right)^{k}}{\left(\frac{81}{2}\right)^{k} \mathbf{E}\left(\Pi_{4}\left(T_{n-1}\right)^{k}\right)}, \quad(\text { a.e. }) \\
& \left.\leq \frac{\Pi_{1}\left(T_{n-1}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n-1}\right)^{k}\right)}, \quad \text { (a.e. }\right)
\end{aligned}
$$

Then $\left\{\frac{\Pi_{1}\left(T_{n}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)}, \mathrm{B}_{n}\right\}_{n \geq 5}$ is a supermartingale. Also, $\frac{\Pi_{1}\left(T_{n}\right)^{k}}{\mathbf{E}\left(\Pi_{4}\left(T_{n}\right)^{k}\right)}>0$. Proof is completed by Doob's supermartingale inequality [1].

Theorem 7 Suppose $5 \leq m<n$. For $i=1,2,3,4$ and $k_{1}, k_{2} \geq 1$,

$$
\frac{\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}}\right)}{\mathbf{E}\left(\Pi_{i}\left(T_{m}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}}\right)} \geq a_{\Pi_{i}},
$$

where $a_{\Pi_{i}}=\min f_{\Pi_{i}}(d(U, n-1))^{k_{1}}$.
Proof. If $m<n$, then $\Pi_{i}\left(T_{m}\right) \leq \Pi_{i}\left(T_{n-1}\right)$ and $\mathrm{B}_{m} \subseteq \mathrm{~B}_{n-1}$. Then

$$
\begin{aligned}
\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}}\right) & =\mathbf{E}\left(\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}} \mid \mathrm{B}_{m}\right)\right) \\
& =\mathbf{E}\left(\Pi_{j}\left(T_{m}\right)^{k_{2}} \mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \mid \mathrm{B}_{m}\right)\right) \\
& =\mathbf{E}\left(\Pi_{j}\left(T_{m}\right)^{k_{2}} \mathbf{E}\left(\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \mid \mathrm{B}_{n-1}\right) \mid \mathrm{B}_{m}\right)\right) \\
& \geq \mathbf{E}\left(\Pi_{j}\left(T_{m}\right)^{k_{2}} \mathbf{E}\left(a_{\Pi_{i}} \Pi_{i}\left(T_{n-1}\right)^{k_{1}} \mid \mathrm{B}_{m}\right)\right) \\
& \geq a_{\Pi_{i}} \mathbf{E}\left(\Pi_{i}\left(T_{m}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}}\right),
\end{aligned}
$$

since by [1, Theorem 5.5.10],

$$
\mathbf{E}\left(\mathbf{E}\left(\Pi_{i}\left(T_{n}\right) \mid \mathrm{B}_{m}\right) \mid \mathrm{B}_{n-1}\right)=\mathbf{E}\left(\Pi_{i}\left(T_{n}\right) \mid \mathrm{B}_{m}\right)=\mathbf{E}\left(\mathbf{E}\left(\Pi_{i}\left(T_{n}\right) \mid \mathrm{B}_{n-1}\right) \mid \mathrm{B}_{m}\right) \quad \text { (a.e.). }
$$

For example,

$$
\mathbf{E}\left(\Pi_{4}\left(T_{n}\right) \Pi_{4}\left(T_{m}\right)\right) \geq 2\left(\frac{81}{2}\right)^{m-1}
$$

Suppose $5 \leq m<n$ and $r, s \in[1, \infty]$ with $1 / r+1 / s=1$. Then for $i=1,2,3,4$ and $k_{1}, k_{2} \geq 1$,

$$
\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}} \Pi_{j}\left(T_{m}\right)^{k_{2}}\right) \leq\left(\mathbf{E}\left(\Pi_{i}\left(T_{n}\right)^{k_{1}^{r}}\right)\right)^{\frac{1}{r}}\left(\mathbf{E}\left(\Pi_{j}\left(T_{m}\right)^{k_{2} s}\right)\right)^{\frac{1}{s}}, \quad(\text { a.e. })
$$

This bound is an immediate consequence of Holder's inequality. Let $\Pi_{m}\left(T_{n}\right)=\sum_{i=1}^{m} \Pi_{i}\left(T_{n}\right), 1 \leq m \leq 4$. Then for $r>1$,

$$
\mathbf{E}\left(\Pi_{m}\left(T_{n}\right)\right)^{r} \leq m^{r-1} \sum_{i=1}^{m} \mathbf{E}\left(\Pi_{i}\left(T_{n}\right)\right)^{r} .
$$

For example, $\mathbf{E}\left(\left(\Pi_{1}\left(T_{n}\right)+\Pi_{3}\left(T_{m}\right)\right)^{2}\right) \leq 2\left(4^{2(n-2)}+(m-2)^{2(m-2)}\right)$.
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## ABSTRACT

The objective of this article is to apply majorization theory to identifythe classes of trees with extremal (minimal or maximal) values of some topological indicesamong all trees of order $n \geq 12$.

## 1. Introduction

Throughout this article, only finite, undirected and simple graphs without loops and multiple edges are considered. Let $G$ be such a graph and $V(G)$ and $E(G)$ be its vertex and edge set, respectively. The degree of a vertex $v$ in $G$ is the number of edges assigned to it, denoted by $d_{G}(v)$. The number of vertices of degree $i$ will be denoted by $n_{i}$ or $n_{i}(G)$. Evidently, $\sum_{i=1}^{\Delta(G)} n_{i}=|V(G)|$, where $\Delta(G)$ is the maximum degree of $G$. Assume that $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ and $d_{k} \geq d_{k+1}$, for $k=1, \ldots, n-1$, where $d_{k}:=d_{G}\left(v_{k}\right)$. Then $D(G)$ $=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ is called the degree sequence of $G$. If the emphasis is on $G$, sometimes $d_{k}(D(G))$ is applied instead of $d_{k}$.

For an edge $u v$ of $E(G)$, the $G-u v$ defines the subgraph of $G$ obtained by deleting $u v$. In a similar manner, for any two nonadjacent vertices $x$ and $y$ of $G, G+x y$ is a graph obtained from $G$ by adding the edge $x y$. A pendant vertex is a vertex with degree one and a tree is a connected acyclic graph. A star of order $n$, denoted by $S_{n}$, is the tree with $n-1$ pendant vertices and the path $P_{n}$ is the tree of order $n$ with exactly two pendant vertices. The symbol $\tau(n)$ represents the class of trees with $n$ vertices.

[^4]A topological index is a number related to a graph, which is invariant under each graph isomorphism. Topological indices play a significant role in mathematical chemistry, especially in the QSPR/QSAR assessments (See [6, 15]).

The first Zagreb index, introduced by Gutman and Trinajstić [14], is an important topological index in mathematical chemistry. This index is used by various researchers in QSPR/ QSAR studies [1, 20, 22]. In addition, the first Zagreb index has been subjected to a great number of mathematical studies [2, 3, 5, 12, 13]. The first Zagreb index of a graph $G$ is defined as $M_{1}(G)=\sum_{v \in V(G)} d_{G}(v)^{2}=\sum_{u v \in E(G)}\left[d_{G}(u)+d_{G}(v)\right]$. Recently, for an arbitrary real number $\alpha$, except from 0 and $1, \mathrm{Li}$ and Zheng [16] introduced the first general Zagreb index $M_{1}^{\alpha}$ of $G$ as follows $M_{1}^{\alpha}(G)=\sum_{v \in V(G)} d_{G}(v)^{\alpha}$. Li and Zhao [17] characterized all trees with the first three smallest and largest values of the first general Zagreb index, where $\alpha$ is an integer or a fraction $1 / k$ for a nonzero integer $k$. Todeschini et al. [22, 23] proposed the multiplicative versions of additive topological indices, applied to the first Zagreb index as $\pi_{1}(G)=\prod_{v \in V(G)} d_{G}(v)^{2}, \pi_{1}^{*}(G)=\prod_{v \in V(G)}\left[d_{G}(u)+d_{G}(v)\right]$ and $\pi_{2}(G)=\prod_{u v \in E(G)}\left[d_{G}(u) d_{G}(v)\right]$. The symbols $\pi_{1}$ and $\pi_{2}$ are referred to as the multiplicative Zagreb indices.

In [11], Gutman showed thatamong all trees with $n \geq 5$ vertices, the extremal (minimal and maximal) trees regarding the multiplicative Zagreb indices are the path $P_{n}$ and star $S_{n}$. Eliasi [7] identified thirteen trees with the first through ninth greatest multiplicative Zagreb index among all trees of order $n$. In the same line, Eliasi and Ghalavand [10] introduced a graph transformation, which decreases $\pi_{2}$. By applying this operation, they identified the eight classes of trees with the first through eighth smallest $\pi_{2}$ among all trees of order $n \geq 12$. Also the effects on the first general Zagreb index were observed when some operations including edge moving, edge separating and edge switching were applied to the graphs [18]. Moreover, by using majorization theory, the authors [18] obtained the largest or smallest first general Zagreb indices among some classes of connected graphs. Some more outstanding mathematical studies on multiplicative Zagreb indices are [4, 8, 9, 19, 21, 24].

This paper is an attempt to investigate into the first general Zagreb index and the multiplicative Zagreb indices of trees via applying a new graph operation plus majorization theory, in particular, Schur-Convex function theory. Furthermore, some hands-on techniques and concluding remarks which complement the previous studies concerning aforementioned topological indices are introduced.

## 2. Preliminary Results

Let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ be two non-increasing sequences of real numbers. If they meet the conditions $\sum_{i=1}^{k} x_{i} \leq \sum_{i=1}^{k} y_{i}$, for $1 \leq k \leq n-1$ and
$\sum_{i=1}^{k} x_{i}=\sum_{i=1}^{k} y_{i}$, then it is deduced that $x$ is majorized by $y$, thus $x \leqslant y$. Furthermore, $x \prec \mathrm{y}$ means that $x \preccurlyeq \mathrm{y}$ and $x \neq y$. A real-valued function $\varphi$ defined on a set $\Omega \subseteq \mathrm{R}^{\mathrm{n}}$ is said to be Schur-convex on $\Omega$ if $x \leqslant y$ implises $\varphi(x) \leq \varphi(y)$. It is called strictly Schurconvex on $\Omega$ if the inequality is stric. The following theorems are supposed to be utilized in the next sections.

Theorem 1. Let $G$ and $G^{\prime}$ be two connected graphs with degree sequences $D(G)$ and $D\left(G^{\prime}\right)$, respectively. If $D(G) \preccurlyeq D\left(G^{\prime}\right)$, then $(\mathbf{I}) \pi_{1}(G) \geq \pi_{1}\left(G^{\prime}\right)$. This equality holds if an only if $D(G)=D\left(G^{\prime}\right)$. (II) $\pi_{2}(G) \leq \pi_{2}\left(G^{\prime}\right)$, where equality holds if an only if $D(G)=$ $D\left(G^{\prime}\right)$ (See [7]).

Theorem 2. Let $G$ be a connected graph with degree sequence $D(G)$ and $G^{\prime}$ be a connected graph with degree sequence $D\left(G^{\prime}\right)$. (I) If $D(G) \preccurlyeq D\left(G^{\prime}\right), \alpha<0$ or $\alpha>1$, then $M_{\alpha}(G) \leq$ $M_{\alpha}\left(G^{\prime}\right)$; equality holds if and only if $D(G)=D\left(G^{\prime}\right)$. (II) If $D(G) \preccurlyeq D\left(G^{\prime}\right), 0<\alpha<1$, then $M_{\alpha}(G) \geq M_{\alpha}\left(G^{\prime}\right)$; equality holds if and only if $D(G)=D\left(G^{\prime}\right)$ (See [18]).

For positive integers $x_{1}, x_{2}, \ldots, x_{m}$ and $y_{1}, y_{2}, \ldots, y_{m}$, let

$$
\mathrm{T}\left(x_{1}{ }^{\left(y_{1}\right)}, x_{2}{ }^{\left(y_{2}\right)}, \ldots, x_{m}^{\left(y_{m}\right)}\right)
$$

be the class of trees with $x_{i}$ vertices of the degree $y_{i}, i=1, \ldots, m$. This class may be empty. It is easy to see that if $G \in T\left(x_{1}^{\left(y_{1}\right)}, x_{2}{ }^{\left(y_{2}\right)}, \ldots, x_{m}{ }^{\left(y_{m}\right)}\right)$, then $\pi_{1}(G)=\prod_{i=1}^{m} y_{i}{ }^{2 x_{i}}$, $\pi_{2}(G)=\prod_{i=1}^{m} y_{i}{ }^{x_{i} y_{i}}$ and $M_{\alpha}(G)=\sum_{i=1}^{m} x_{i} y_{i}{ }^{\alpha}$.

Lemma 1. There is a tree of order $n(>2)$ in $T\left(x_{1}{ }^{\left(y_{1}\right)}, x_{2}{ }^{\left(y_{2}\right)}, \ldots, x_{m}{ }^{\left(y_{m}\right)}\right)$ if and only if $\sum_{i=1}^{m} x_{i} y_{i}=2 n-2$.

Proof. It is well-known that if $a_{1}, a_{2}, \ldots, a_{n}$ are positive integers with $n>2$, then there exists a tree with degree sequence of $a_{1}, a_{2}, \ldots, a_{n}$ if and only if $\sum_{i=1}^{n} a_{i}=2 n-2$. Hence there exists a tree $T \in T\left(x_{1}{ }^{\left(y_{1}\right)}, x_{2}{ }^{\left(y_{2}\right)}, \ldots, x_{m}{ }^{\left(y_{m}\right)}\right)$ if and only if $\sum_{i=1}^{m} x_{i} y_{i}=$ $2 n-2$, as desired.

Remark 1. Let $n \geq 12$. According to Lemma 1, the class of trees in Table 1 are nonempty.
Lemma 2. Let T be a tree with n vertices. Then $n_{1}(T)=2+\sum_{i=3}^{\Delta(T)} n_{i}(i-2)$ and $n_{2}(T)=$ $n-2-\sum_{i=3}^{\Delta(T)} n_{i}(i-1)$.

Proof. The above equations are obtained using $n_{1}+n_{2}+\sum_{i=3}^{\Delta(T)} n_{i}=n$ and $n_{1}+2 n_{2}+$ $\sum_{i=3}^{\Delta(T)} i n_{i}=2(n-1)$.

## 3. A Graph Transformation

A graph transformation that decreases the degree sequences of trees regarding the majorization is illustrated in this section.


Figure 1. The Trees $G_{1}, G_{2}, G$ and $G^{\prime}$ in Lemma 3.

Lemma 3. Let $G_{1}$ be a tree and $u_{1}, u_{2}, u_{3} \in V\left(G_{1}\right)$, where $d_{G_{1}}\left(u_{1}\right) \geq 2, d_{G_{1}}\left(u_{2}\right) \geq 2, d_{G_{1}}\left(u_{3}\right)=1$, and $u_{2} u_{3} \in E\left(G_{1}\right)$. In addition, assume that $G_{2}$ is another tree and $y$ is a vertex in $G_{2}$. As illustrated in Figure 1, let $G$ be the graph obtained from $G_{1}$ and $G_{2}$ by attaching vertices $y, u_{1}$ and $G^{\prime}=G^{-} y u_{1}+y u_{3}$. Then $\mathrm{D}\left(G^{\prime}\right)<\mathrm{D}(G)$.

Proof. Suppose that $d_{G_{1}}\left(u_{1}\right)=x$ and $D(G)=\left(d_{1}, d_{2}, \ldots, d_{i}, d_{i+1}=x+1, d_{i+2}, \ldots, d_{m}, 1, \ldots, 1\right)$. Since $D\left(G^{\prime}\right)=\left(d_{1}, d_{2}, \ldots, d_{i}, d_{i+1}=x, d_{i+2}, \ldots, d_{m}, 2,1, \ldots, 1\right)$,
(I) For each $\mathrm{k}(1 \leq k \leq i), \sum_{j=1}^{k} d_{j}(D(G))=\sum_{j=1}^{k} d_{j}\left(D\left(G^{\prime}\right)\right)$.
(II) For each $\mathrm{k}(i+1 \leq k \leq m), \sum_{j=1}^{k} d_{j}(D(G))<\sum_{j=1}^{k} d_{j}\left(D\left(G^{\prime}\right)\right)$.
(III) For each $\mathrm{k}(m+1 \leq k \leq n), \sum_{j=1}^{k} d_{j}(D(G))=\sum_{j=1}^{k} d_{j}\left(D\left(G^{\prime}\right)\right)$.

Thus $\mathrm{D}\left(G^{\prime}\right)<\mathrm{D}(G)$.

For a positive number $n \geq 12$, let $F(n)=\{T \in \tau(n) \mid \Delta(T)=4\}$.
Theorem 3. Suppose that $T^{\prime}$ is a tree with $n \geq 12$ vertices such that $\Delta\left(T^{\prime}\right)=3$ and that $n_{3}\left(T^{\prime}\right) \geq 6$. If $T \in T\left(5^{(3)},(n-12)^{(2)}, 7^{(1)}\right)$, then $D(T) \prec D\left(T^{\prime}\right)$.

Proof. We prove the theorem by induction on $n_{3}\left(T^{\prime}\right)$. If $n_{3}\left(T^{\prime}\right)=6$, then by using Lemma 3 on a vertex of degree 3 in $T^{\prime}$ we obtain a tree, like $T$, with 5 vertices of degree 3 . Since $\Delta(T)=3$, Lemma 2 shows that $n_{1}(T)=7$ and $n_{2}(T)=\mathrm{n}-12$; therefore, $\mathrm{T} \in$
$T\left(5^{(3)},(n-12)^{(2)}, 7^{(1)}\right)$ and by Lemma 3, $D(T) \prec D\left(T^{\prime}\right)$. Now assume that $n_{3}\left(T^{\prime}\right)>6$. Again, by using Lemma 3, we reduce the number of vertices of degree 3. Now we apply the induction hypothesis to $n_{3}\left(T^{\prime}\right)$ and obtain the result.

Theorem 4. Suppose that $T^{\prime} \in F(n)$ and $T \in T\left(1^{(4)}, 2^{(3)},(n-9)^{(2)}, 6^{(1)}\right)$. If $n_{4}\left(T^{\prime}\right)=1$ and $n_{3}\left(T^{\prime}\right) \geq 3$, then $D(T) \prec D\left(T^{\prime}\right)$.

Proof. The proof is by inductionon on $n_{3}\left(T^{\prime}\right)$. If $n_{3}\left(T^{\prime}\right)=3$, then by applying Lemma 3 on a vertex of degree 3 in $T^{\prime}$, we obtain a tree, say $T$, with two vertices of degree 3 . Since $\Delta(T)=4$ and $n_{4}(T)=1$, Lemma 2 indicates that $n_{1}(\mathrm{~T})=6$ and $n_{2}(\mathrm{~T})=n-9$. Therefore, $T$ $\in T\left(1^{(4)}, 2^{(3)},(n-9)^{(2)}, 6^{(1)}\right)$ and $D(T) \prec D\left(T^{\prime}\right)$ is obtained by Lemma 3. Now assume that $n_{3}\left(T^{\prime}\right)>3$. Afterward, by using Lemma 3, we decrease the number of vertices of degree 3 , and thus the proof can be verified by induction hypothesis.

Theorem 5. Suppose that $T^{\prime} \in F(n)$ and $T \in T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$. If $n_{4}\left(T^{\prime}\right) \geq 2$ and $T^{\prime}$ $\notin T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$, then $D(T) \prec D\left(T^{\prime}\right)$.

Proof. By repeating application of Lemma 3 on vertices of degree 4 in $T^{\prime}$, a tree $T_{t}$ with $n_{4}\left(T_{t}\right)=2$ in terms of adequate number of times ( $t$-times) can be gained. By repeating application of Lemma 3 on vertices of degree 3 in $T_{t}$, adequate number of times (s-times), a tree $T_{s}$ with $n_{4}\left(T_{s}\right)=2$ and $n_{3}\left(T_{s}\right)=0$ can again be obtained. Now, by Lemma 2 , we conclude that $n_{1}\left(T_{s}\right)=6$ and $n_{2}\left(T_{s}\right)=\mathrm{n}-8$. Consequently, $T_{s} \in T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$ and Lemma 3 gives $D(T)=D\left(T_{s}\right) \prec D\left(T^{\prime}\right)$.

Theorem 6. Suppose that $T^{\prime}$ is a tree with $n(\geq 12)$ vertices and $\Delta\left(T^{\prime}\right) \geq 5$. If $T^{\prime} \notin$ $T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$ and $T \in T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$, then $D(T) \prec D\left(T^{\prime}\right)$.

Proof. Suppose $v_{1} \in V\left(T^{\prime}\right)$ and $d_{T^{\prime}}\left(v_{1}\right)=\Delta\left(T^{\prime}\right)$. Let $U=\left\{v \in V\left(T^{\prime}\right) \mid v \neq v_{1}, d_{T^{\prime}}(v) \geq 3\right\}$. Again, using Lemma 3 on vertices in $U$, provided that the adequate number of times considered, we arrive at a tree $T_{m}$ with only one vertex $v_{1}$ of degree $\Delta\left(T^{\prime}\right)$; whereas the degree of other vertices is 1 or 2 . In addition, by repeating application of Lemma 3 on $v_{1}$, $\left(\Delta\left(T^{\prime}\right)-5\right)$-times, we arrive at a tree $T$, such that $n_{5}(\mathrm{~T})=1$ and $n_{i}=0$, for $i \geq 3$ and $i \neq 5$. On the other hand, by Lemma 2 we have $n_{1}(T)=5$ and $n_{2}(T)=n-6$. Therefore, $T \in$ $T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$ and $D(T) \prec D\left(T^{\prime}\right)$ is followed by Lemma 3.

Table 1. Classes of Trees and their Multiplicative Version of Zagreb Indices.

| Class | $\pi_{1}$ | $\pi_{2}$ |
| :---: | :---: | :---: |
| $T\left((n-2)^{(2)}, 2^{(1)}\right)$ | $2^{2(n-2)}$ | $2^{2(n-2)}$ |
| $T\left(1^{(3)},(n-4)^{(2)}, 3^{(1)}\right)$ | $3^{2} \times 2^{2(n-4)}$ | $3^{3} \times 2^{2(n-4)}$ |
| $T\left(2^{(3)},(n-6)^{(2)}, 4^{(1)}\right)$ | $3^{4} \times 2^{2(n-6)}$ | $3^{6} \times 2^{2(n-6)}$ |
| $T\left(3^{(3)},(n-8)^{(2)}, 5^{(1)}\right)$ | $3^{6} \times 2^{2(n-8)}$ | $3^{9} \times 2^{2(n-8)}$ |
| $T\left(4^{(3)},(n-10)^{(2)}, 6^{(1)}\right)$ | $3^{8} \times 2^{2(n-10)}$ | $3^{12} \times 2^{2(n-10)}$ |
| $T\left(5^{(3)},(n-12)^{(2)}, 7^{(1)}\right)$ | $3^{10} \times 2^{2(n-12)}$ | $3^{15} \times 2^{2(n-12)}$ |
| $T\left(1^{(4)},(n-5)^{(2)}, 4^{(1)}\right)$ | $4^{2} \times 2^{2(n-5)}$ | $4^{4} \times 2^{2(n-5)}$ |
| $T\left(1^{(4)}, 1^{(3)},(n-7)^{(2)}, 5^{(1)}\right)$ | $4^{2} \times 3^{2} \times 2^{2(n-7)}$ | $4^{4} \times 3^{4} \times 2^{2(n-7)}$ |
| $T\left(1^{(4)}, 2^{(3)},(n-9)^{(2)}, 6^{(1)}\right)$ | $4^{2} \times 3^{4} \times 2^{2(n-9)}$ | $4^{4} \times 3^{6} \times 2^{2(n-9)}$ |
| $T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$ | $4^{4} \times 2^{2(n-8)}$ | $4^{8} \times 2^{2(n-8)}$ |
| $T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$ | $5^{2} \times 2^{2(n-6)}$ | $5^{5} \times 2^{2(n-6)}$ |

Table 2. Classes of Trees and their General First Zagreb Indices.

| Class | $M_{1}^{\alpha}$ |
| :---: | :---: |
| $T\left((n-2)^{(2)}, 2^{(1)}\right)$ | $(n-2) 2^{\alpha}+2$ |
| $T\left(1^{(3)},(n-4)^{(2)}, 3^{(1)}\right)$ | $3^{\alpha}+(n-4) 2^{\alpha}+3$ |
| $T\left(2^{(3)},(n-6)^{(2)}, 4^{(1)}\right)$ | $2 \times 3^{\alpha}+(n-6) 2^{\alpha}+4$ |
| $T\left(3^{(3)},(n-8)^{(2)}, 5^{(1)}\right)$ | $3 \times 3^{\alpha}+(n-8) 2^{\alpha}+5$ |
| $T\left(4^{(3)},(n-10)^{(2)}, 6^{(1)}\right)$ | $4 \times 3^{\alpha}+(n-10) 2^{\alpha}+6$ |
| $T\left(5^{(3)},(n-12)^{(2)}, 7^{(1)}\right)$ | $5 \times 3^{\alpha}+(n-12) 2^{\alpha}+7$ |
| $T\left(1^{(4)},(n-5)^{(2)}, 4^{(1)}\right)$ | $4^{\alpha}+(n-5) 2^{\alpha}+4$ |
| $T\left(1^{(4)}, 1^{(3)},(n-7)^{(2)}, 5^{(1)}\right)$ | $4^{\alpha}+3^{\alpha}+(n-7) 2^{\alpha}+5$ |
| $T\left(1^{(4)}, 2^{(3)},(n-9)^{(2)}, 6^{(1)}\right)$ | $4^{\alpha}+2 \times 3^{\alpha}+(n-9) 2^{\alpha}+6$ |
| $T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$ | $2 \times 4^{\alpha}+(n-8) 2^{\alpha}+6$ |
| $T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$ | $5^{\alpha}+(n-6) 2^{\alpha}+5$ |

## 4. Main Theorems

Based on Tables 1 and 2 and the transformations in Section 3, the main theorems are discussed below.

Remark 2. For $n \geq 12$, we assume that $T_{1}:=P_{n}, T_{2} \in T\left(1^{(3)},(n-4)^{(2)}, 3^{(1)}\right), T_{3} \in$ $T\left(2^{(3)},(n-6)^{(2)}, 4^{(1)}\right), T_{4} \in T\left(1^{(4)},(n-5)^{(2)}, 4^{(1)}\right), T_{5} \in T\left(3^{(3)},(n-8)^{(2)}, 5^{(1)}\right), T_{6} \in$ $T\left(1^{(4)}, 1^{(3)},(n-7)^{(2)}, 5^{(1)}\right), T_{7} \in T\left(4^{(3)},(n-10)^{(2)}, 6^{(1)}\right), T_{8} \in T\left(1^{(5)},(n-6)^{(2)}, 5^{(1)}\right)$, $T_{9} \in T\left(1^{(4)}, 2^{(3)},(n-9)^{(2)}, 6^{(1)}\right), \quad T_{10} \in T\left(2^{(4)},(n-8)^{(2)}, 6^{(1)}\right)$ and $T_{11} \in$ $T\left(5^{(3)},(n-12)^{(2)}, 7^{(1)}\right)$.

Theorem 7. $\pi_{1}\left(T_{1}\right)>\pi_{1}\left(T_{2}\right)>\pi_{1}\left(T_{3}\right)>\pi_{1}\left(T_{4}\right)>\pi_{1}\left(T_{5}\right)>\pi_{1}\left(T_{6}\right)>\pi_{1}\left(T_{7}\right)>$ $\pi_{1}\left(T_{8}\right)>\pi_{1}\left(T_{9}\right)>\pi_{1}\left(T_{10}\right)>\pi_{1}\left(T_{11}\right)$.

Proof. Make use of Table 1.

Theorem 8. If $\mathrm{n} \geq 12$ and $T \in \tau(n) \backslash\left\{T_{1}, T_{2}, \ldots, T_{8}\right\}$, then $\pi_{1}\left(T_{1}\right)>\pi_{1}\left(T_{2}\right)>\pi_{1}\left(T_{3}\right)>$ $\pi_{1}\left(T_{4}\right)>\pi_{1}\left(T_{5}\right)>\pi_{1}\left(T_{6}\right)>\pi_{1}\left(T_{7}\right)>\pi_{1}\left(T_{8}\right)>\pi_{1}(T)$.

Proof. Theorem 7 shows that $\pi_{1}\left(T_{1}\right)>\pi_{1}\left(T_{2}\right)>\pi_{1}\left(T_{3}\right)>\pi_{1}\left(T_{4}\right)>\pi_{1}\left(T_{5}\right)>\pi_{1}\left(T_{6}\right)>$ $\pi_{1}\left(T_{7}\right)>\pi_{1}\left(T_{8}\right)$. If $T \in\left\{T_{9}, T_{10}, T_{11}\right\}$, then the result follows from Theorem 7. If $\Delta(T)=3$ and $n_{3}(T) \geq 6$, then $\pi_{1}\left(T_{11}\right)>\pi_{1}(T)$, by Theorems 3 and $1(\mathrm{I})$, and thus Theorem 7 implies $\pi_{1}\left(T_{8}\right)>\pi_{1}(\mathrm{~T})$. Assume that $\Delta(\mathrm{T})=4$. If $n_{4}(T)=1$ and $n_{3}(T) \geq 3$, then by Theorems 4 and $1(\mathrm{I})$ we drive that $\pi_{1}\left(T_{9}\right)>\pi_{1}(T)$. Therefore, the result is an immediate consequence of Theorem 7. If $n_{4}(T) \geq 2$, then by Theorems 5 and 1 (I) the $\pi_{1}\left(T_{10}\right)>$ $\pi_{1}(T)$ will be yielded. If $\Delta(T) \geq 5$, then by Theorems 6 and $1(\mathrm{I})$ the $\pi_{1}\left(T_{8}\right)>\pi_{1}(T)$ can be obtained and again Theorem 7 gives the result. Ultimately, otherwise, $T \in$ $\left\{T_{1}, T_{2}, \ldots, T_{8}\right\}$.

Theorem 9. $\pi_{2}\left(T_{1}\right)<\pi_{2}\left(T_{2}\right)<\pi_{2}\left(T_{3}\right)<\pi_{2}\left(T_{4}\right)<\pi_{2}\left(T_{5}\right)<\pi_{2}\left(T_{6}\right)<\pi_{2}\left(T_{7}\right)<$ $\pi_{2}\left(T_{9}\right)<\pi_{2}\left(T_{8}\right)<\pi_{2}\left(T_{11}\right)<\pi_{2}\left(T_{10}\right)$.

Proof. Apply Table 1.

Theorem 10. If $n \geq 12$ and $T \in \tau(n) \backslash\left\{T_{1}, T_{2}, \ldots, T_{7}, T_{9}\right\}$, then $\pi_{2}\left(T_{1}\right)<\pi_{2}\left(T_{2}\right)<$ $\pi_{2}\left(\mathrm{~T}_{3}\right)<\pi_{2}\left(\mathrm{~T}_{4}\right)<\pi_{2}\left(\mathrm{~T}_{5}\right)<\pi_{2}\left(\mathrm{~T}_{6}\right)<\pi_{2}\left(\mathrm{~T}_{7}\right)<\pi_{2}\left(\mathrm{~T}_{9}\right)<\pi_{2}(\mathrm{~T})$.

Proof. We get $\pi_{2}\left(T_{1}\right)<\pi_{2}\left(T_{2}\right)<\pi_{2}\left(T_{3}\right)<\pi_{2}\left(T_{4}\right)<\pi_{2}\left(T_{5}\right)<\pi_{2}\left(T_{6}\right)<\pi_{2}\left(T_{7}\right)<$ $\pi_{2}\left(\mathrm{~T}_{9}\right)$ from Theorem 9. If $T \in\left\{T_{8}, T_{10}, T_{11}\right\}$, then Theorem 9 implies $\pi_{2}\left(T_{9}\right)<\pi_{2}(T)$. If $\Delta(T)=3$ and $n_{3}(T) \geq 6$, then by Theorems 3,1 (II) and $9, \pi_{2}\left(T_{9}\right)<\pi_{2}(T)$. Assume that $\Delta(\mathrm{T})=4$. If $n_{4}(T)=1$ and $n_{3}(T) \geq 3$, then by using Theorems $4,1(\mathrm{II})$ and $9, \pi_{2}\left(T_{9}\right)<$ $\pi_{2}(T)$. If $n_{4}(T) \geq 2$, then by Theorems 5 and 1 (II) we have $\pi_{2}\left(T_{10}\right)<\pi_{2}(T)$. Hence, Theorem 9 yields the result. If $\Delta(T) \geq 5$, then by Theorems 6 and 1(II) we have $\pi_{2}\left(T_{8}\right)<$ $\pi_{2}(T)$ and Theorem 9 implies $\pi_{2}\left(T_{9}\right)<\pi_{2}(T)$. Eventually, otherwise, $T \in$ $\left\{T_{1}, T_{2}, \ldots, T_{7}, T_{9}\right\}$.

## Theorem11.

(I) If $\alpha<0$ or $\alpha>1$, then

$$
\begin{aligned}
M_{1}^{\alpha}\left(T_{1}\right)< & M_{1}^{\alpha}\left(T_{2}\right)<M_{1}^{\alpha}\left(T_{3}\right)<\min \left\{M_{1}^{\alpha}\left(T_{4}\right), M_{1}^{\alpha}\left(T_{5}\right), M_{1}^{\alpha}\left(T_{6}\right), M_{1}^{\alpha}\left(T_{7}\right), M_{1}^{\alpha}\left(T_{8}\right),\right. \\
& \left.M_{1}^{\alpha}\left(T_{9}\right), M_{1}^{\alpha}\left(T_{10}\right), M_{1}^{\alpha}\left(T_{11}\right)\right\} .
\end{aligned}
$$

(II) If $0<\alpha<1$, then
$M_{1}^{\alpha}\left(T_{1}\right)>M_{1}^{\alpha}\left(T_{2}\right)>M_{1}^{\alpha}\left(T_{3}\right)>\max \left\{M_{1}^{\alpha}\left(T_{4}\right), M_{1}^{\alpha}\left(T_{5}\right), M_{1}^{\alpha}\left(T_{6}\right), M_{1}^{\alpha}\left(T_{7}\right), M_{1}^{\alpha}\left(T_{8}\right)\right.$, $\left.M_{1}^{\alpha}\left(T_{9}\right), M_{1}^{\alpha}\left(T_{10}\right), M_{1}^{\alpha}\left(T_{11}\right)\right\}$.
(III) If $\alpha=2$, then

$$
\begin{aligned}
& M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)<M_{1}^{\alpha}\left(T_{3}\right)<M_{1}^{\alpha}\left(T_{4}\right)=M_{1}^{\alpha}\left(T_{5}\right)<M_{1}^{\alpha}\left(T_{6}\right)=M_{1}^{\alpha}\left(T_{7}\right) \\
& \quad<M_{1}^{\alpha}\left(T_{9}\right)=M_{1}^{\alpha}\left(T_{11}\right)<M_{1}^{\alpha}\left(T_{8}\right)=M_{1}^{\alpha}\left(T_{10}\right) .
\end{aligned}
$$

(IV) If $\alpha=\frac{1}{2}$, then

$$
\begin{aligned}
M_{1}^{\alpha}\left(T_{1}\right) & >M_{1}^{\alpha}\left(T_{2}\right)>M_{1}^{\alpha}\left(T_{3}\right)>M_{1}^{\alpha}\left(T_{4}\right)>M_{1}^{\alpha}\left(T_{5}\right)>M_{1}^{\alpha}\left(T_{6}\right)>M_{1}^{\alpha}\left(T_{7}\right) \\
& >M_{1}^{\alpha}\left(T_{8}\right)>M_{1}^{\alpha}\left(T_{9}\right)>M_{1}^{\alpha}\left(T_{11}\right)>M_{1}^{\alpha}\left(T_{10}\right) .
\end{aligned}
$$

Proof. (I) The proof of $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)$ would suffice and other cases can be proved in a similar manner. For this purpose, the following equation is applied:

$$
\begin{equation*}
M_{1}^{\alpha}\left(T_{1}\right)-M_{1}^{\alpha}\left(T_{2}\right)=\left(2 \times 2^{\alpha}\right)-\left(3^{\alpha}+1\right) . \tag{1}
\end{equation*}
$$

Let $\mathrm{X}=(2,2)$ and $\mathrm{Y}=(3,1)$, then $\mathrm{X}<\mathrm{Y}$. By Lemma $2(\mathrm{I})$, the $\left(2 \times 2^{\alpha}\right)<\left(3^{\alpha}+1\right)$ is yielded. Now, Equation (1) shows that $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)$.
(II) Here, $M_{1}^{\alpha}\left(T_{1}\right)>M_{1}^{\alpha}\left(T_{2}\right)$ is proved. Other cases can be proved in a similar manner. It is easy to check that:

$$
\begin{equation*}
M_{1}^{\alpha}\left(T_{1}\right)-M_{1}^{\alpha}\left(T_{2}\right)=\left(2 \times 2^{\alpha}\right)-\left(3^{\alpha}+1\right) . \tag{2}
\end{equation*}
$$

Let $\mathrm{X}=(2,2)$ and $Y=(3,1)$, then $X<Y$. Thus, by Lemma 2(II) we have $\left(2 \times 2^{\alpha}\right)>$ ( $3^{\alpha}+1$ ). Therefore, Equation (2) implies $M_{1}^{\alpha}\left(T_{1}\right)>M_{1}^{\alpha}\left(T_{2}\right)$. To prove (III) and (IV), it is enough to apply Table 2.

## Theorem 12.

I. If $\alpha<0$ or $\alpha>1$ and $T \in \tau(n) \backslash\left\{T_{1}, T_{2}, T_{3}\right\}$, then $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)<M_{1}^{\alpha}\left(T_{3}\right)<$ $M_{1}^{\alpha}(T)$.
II. If $0<\alpha<1$ and $T \in \tau(n) \backslash\left\{T_{1}, T_{2}, T_{3}\right\}$, then $M_{1}^{\alpha}\left(T_{1}\right)>M_{1}^{\alpha}\left(T_{2}\right)>M_{1}^{\alpha}\left(T_{3}\right)>$ $M_{1}^{\alpha}(T)$.
III. If $\alpha=2$ and $T \in \tau(n) \backslash\left\{T_{1}, T_{2}, \ldots, T_{7}, T_{9}\right\}$, then $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)<\left(T_{3}\right)<$ $M_{1}^{\alpha}\left(T_{4}\right)=M_{1}^{\alpha}\left(T_{5}\right)<M_{1}^{\alpha}\left(T_{6}\right)=M_{1}^{\alpha}\left(T_{7}\right)<M_{1}^{\alpha}\left(T_{9}\right)=M_{1}^{\alpha}\left(T_{11}\right)<M_{1}^{\alpha}(T)$.
IV. If $\alpha=\frac{1}{2}$ and $\left.T \in \tau(n) \backslash T_{1}, T_{2}, \ldots, T_{8}\right\}$, then $M_{1}^{\alpha}\left(T_{1}\right)>M_{1}^{\alpha}\left(T_{2}\right)>M_{1}^{\alpha}\left(T_{3}\right)>$ $M_{1}^{\alpha}\left(T_{4}\right)>M_{1}^{\alpha}\left(T_{5}\right)>M_{1}^{\alpha}\left(T_{6}\right)>M_{1}^{\alpha}\left(T_{7}\right)>M_{1}^{\alpha}\left(T_{8}\right)>M_{1}^{\alpha}(T)$.

Proof. (I) Theorem 11(I) shows that $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)<M_{1}^{\alpha}\left(T_{3}\right)$. UsingTheorem 11(I), it suffices to prove that there exists $T_{\mathrm{i}} \in\left\{T_{4}, T_{5}, \ldots, T_{11}\right\}$ such that $\mathrm{M}_{1}^{\alpha}\left(\mathrm{T}_{\mathrm{i}}\right)<\mathrm{M}_{1}^{\alpha}(\mathrm{T})$. If $\Delta(T)=3$ and $n_{3}(T) \geq 6$, then by Theorems 3 and $2(\mathrm{I})$, the $\mathrm{M}_{1}^{\alpha}\left(\mathrm{T}_{11}\right)<\mathrm{M}_{1}^{\alpha}(\mathrm{T})$ is yielded. Assume that $\Delta(T)=4$. If $n_{4}(T)=1$ and $n_{3}(T) \geq 3$. Then by Theorems 4 and 2(I) we obtain $\mathrm{M}_{1}^{\alpha}\left(\mathrm{T}_{9}\right)<\mathrm{M}_{1}^{\alpha}(\mathrm{T})$. If $n_{4}(T) \geq 2$, Theorems 5 and 2(I) imply that $M_{1}^{\alpha}\left(T_{10}\right)<M_{1}^{\alpha}(T)$. If $\Delta(T) \geq 5$, then Theorems 6 and 2(I) yields $M_{1}^{\alpha}\left(T_{8}\right)<M_{1}^{\alpha}(T)$. Finally, otherwise, $T \in$ $\left\{T_{4}, T_{5}, \ldots, T_{11}\right\}$ and thefore $\mathrm{M}_{1}^{\alpha}\left(\mathrm{T}_{3}\right)<\mathrm{M}_{1}^{\alpha}(\mathrm{T})$ follows from Theorem 11(I).
(II) This case can be proved by the same procedure as mentioned in the proof (I). Instead of using Theorems 11(I) and 2(I) in the proof of (I), here we apply Theorems 11(II) and 2(II), respectively.
(III) Theorem 11 (III) yields $M_{1}^{\alpha}\left(T_{1}\right)<M_{1}^{\alpha}\left(T_{2}\right)<\left(T_{3}\right)<M_{1}^{\alpha}\left(T_{4}\right)=M_{1}^{\alpha}\left(T_{5}\right)<$ $M_{1}^{\alpha}\left(T_{6}\right)=M_{1}^{\alpha}\left(T_{7}\right)<M_{1}^{\alpha}\left(T_{9}\right)=M_{1}^{\alpha}\left(T_{11}\right)$. It will thus be sufficient to prove that there exists a $T_{\mathrm{i}} \in\left\{T_{8}, T_{10}, T_{11}\right\}$, with $M_{1}^{\alpha}\left(T_{i}\right)<M_{1}^{\alpha}(T)$. If $\Delta(T)=3$ and $n_{3}(T) \geq 6$, then by Theorems 3 and 2(I) we have $M_{1}^{\alpha}\left(T_{11}\right)<M_{1}^{\alpha}(T)$. Assume that $\Delta(T)=4$. If $n_{4}(T)=1$ and $n_{3}(T) \geq 3$. then Theorems 4 and 2(I) give $M_{1}^{\alpha}\left(T_{9}\right)<M_{1}^{\alpha}(T)$. If $n_{4}(T) \geq 2$, then by Theorems 5 and 2(I) we have $M_{1}^{\alpha}\left(T_{10}\right)<M_{1}^{\alpha}(T)$. If $\Delta(T) \geq 5$, then Theorems 6 and 2(I) yield $M_{1}^{\alpha}\left(T_{8}\right)<M_{1}^{\alpha}(T)$. Eventually, otherwise, $T \in\left\{T_{8}, T_{10}, T_{11}\right\}$ and again Theorem 11(III) gives the result.
(IV) This case can be proved by a similar argument as in the proof of (III). Instead of using Theoresms 11(III) and 2(I) in the proof of (III), here we apply Theorems 11(IV) and 2(II), respectively.


Figure 3. The Trees in Remark 2.
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ABSTRACT
In this paper, an inverse nodal problem for a second-order differential equation having a chemical potential on a finite interval is investigated. First, we estimate the nodal points and nodal lengths of differential operator. Then, we show that the potential can be uniquely determined by a dense set of nodes of the eigenfunctions.
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## 1 Introduction

There are many problems in mathematics, chemistry, physics and some engineering sciences which are connected to the second-order differential equations. For example, in the process of the formation of methyliodide $\left(\mathrm{CH}_{3} \mathrm{I}\right)$ by the biological and photochemical production mechanisms in a biogeochemical module, the following equation appears:

$$
\begin{equation*}
\frac{d c}{d t}=P-S+F_{\text {air-Sea }}+\frac{\partial}{\partial z}\left(A_{v} \frac{d c}{d z}\right), \tag{1}
\end{equation*}
$$

which describes the evolution of methyl iodide concentration ( $c\left[\mathrm{mmolm}^{-3}\right]$ ) over time under production $(P)$, degradation $(S)$, air-sea exchange $(F)$, as well as turbulent vertical diffusion ( $A_{\nu}$-diffusion coefficient) (see [26]). Using the separation of variables technique we can transform the equation (1) to the following second-order differential equation:

[^5]\[

$$
\begin{equation*}
y^{\prime \prime}+\left(\lambda-\frac{A}{x^{2}}+q(x)\right) y=0 \tag{2}
\end{equation*}
$$

\]

where $\lambda$ is the spectral parameter, $A$ is a real number, the potential $q(x)$ is real-valued. Equation (2) has a singularity at the endpoint $x=0$. For other examples, in quantum chemistry or quantum mechanics, we refer to the quantum modeling of the hydrogen atom, or the Hellman equation to finding an approximation for the simplified description of complex systems, which can be transformed to (2) (see also [3, 4, 6, 13, 15, 17, 24]).

Inverse problems associated with the equation (2) with $A=0$ have various versions. The first version was studied by Borg and Levinson, and it is shown that the potential $q(x)$ can be uniquely determined from the given boundary condition and one possible reduced spectrum [5, 18]. For the second version, using two spectra $\lambda_{n}$ and $\lambda_{n}^{\prime}$, Marchenko uniquely determined the potential $q(x)$ and the corresponding boundary conditions [20]. Finally, Gelfand and Levitan proved that $q(x)$ uniquely determined by the spectral function [12].

Some inverse problems having singularities or turning points, and/or discontinuity conditions were studied by the above methods in many works (see [1, 2, 8-11, 16, 19, 23, 27]). Note that, in [22], we considered a second-order differential equation of SturmLiouville type having two turning points and singularities in a finite interval. Then, its asymptotic form of the solutions was studied, and obtained the infinite representation of the solutions of differential equation which plays an important role in investigating the corresponding inverse problem.

In later years, in some interesting works but without singularity, inverse problems were investigated using a new spectral data which are so-called nodal points, and their corresponding inverse problems are so-called inverse nodal problems. Mclaughlin seems to have been the first to consider this method for the one-dimensional Schrödinger equations [21]. For other works, see also [7, 14, 25].

In this work, we consider the inverse nodal problem associated with the singular differential equation (2) and the Dirichlet boundary condition

$$
\begin{equation*}
y(0)=0=y(1), \tag{3}
\end{equation*}
$$

on the interval $(0,1)$. We also assume that

$$
\begin{equation*}
q(x) \in x^{2-2 k_{0}} \in L^{1}(0,1) \tag{4}
\end{equation*}
$$

where $k_{0}$ is a member of $\{2,3,4, \ldots\}$. The problem (2)-(3) has infinitely many nontrivial solutions. The values of $\lambda$ for which there exist nontrivial solutions are so-called eigenvalues, and their corresponding nontrivial solutions $y(x, \lambda)$ are so-called eigenfunctions. All the eigenvalues are real and the set of the eigenvalues is countably infinite, and also the eigenvalues can be arranged in increasing order as follows

$$
\lambda_{1}<\lambda_{2}<\lambda_{3}<\ldots
$$

such that $\lambda_{n} \rightarrow \infty$ as $\mathrm{n} \rightarrow \infty$. In the present paper, first, we obtain the asymptotic formula for the eigenvalues, the nodes of the eigenfunctions and the nodal lengths (Section 2). Then,
we prove that the set of the nodal points of the boundary value problem (2)-(3) is dense in the interval $(0,1)$ and the potential $q(x)$ can be uniquely determined from this new kind of spectral data (see Section 3).

## 2 Asymptotic Formula for Nodal Points

We consider the boundary value problem $L=L(q(x))$ defined by (2)-(3). Assume that in (2),

$$
\begin{equation*}
A=v^{2}-\frac{1}{4}, v=k_{0}-\frac{1}{2}, \quad k_{0} \in\{2,3,4, \ldots\} . \tag{5}
\end{equation*}
$$

From [11], we know that the equation (2) has two solutions $y_{1}(x, \lambda)$ and $y_{2}(x, \lambda)$, which are linearly independent with respect to $x$, and also have the following asymptotic forms as $\lambda \rightarrow \infty$ :

$$
\begin{align*}
& y_{1}(x, \lambda)=\lambda^{\left(k_{0}-1\right) / 2}\left\{(-1)^{k_{0}-1} e^{i \sqrt{\lambda} x}[1]_{0}+e^{-i \sqrt{\lambda} x}[1]_{0}\right\}  \tag{6}\\
& y_{2}(x, \lambda)=\frac{1}{4} i \lambda^{k_{0} / 2}\left\{-e^{i \sqrt{\lambda} x}[1]_{0}+(-1)^{k_{0}-1} e^{-i \sqrt{\lambda} x}[1]_{0}\right\} \tag{7}
\end{align*}
$$

where $[1]_{0}=1+O\left((\sqrt{\lambda} x)^{-1}\right)$. Therefore, the solution $y(x, \lambda)$ of the equation (2) under the condition $y(0)=0$ can be written as a linear combination of $y_{1}$ and $y_{2}$. Also, since the boundary value problem $L$ is self-adjoint and $y_{1}, y_{2}$ are entire in $\lambda$, thus all of the eigenvalues of $L$ are real and simple. In the case when $k_{0}$ is odd, it follows from (3), (7) that $y(x, \lambda)=y_{2}(x, \lambda)$ and the asymptotic form of the eigenvalues as follows

$$
\begin{equation*}
\sqrt{\lambda_{n}(q)}=n \pi+O\left(\frac{1}{n}\right) \tag{8}
\end{equation*}
$$

Similarly, in the case when $k_{0}$ is even, we derive from (3), (6) that $y(x, \lambda)=y_{l}(x, \lambda)$ and also the eigenvalues of $L$ may be calculated as (8).

For the boundary value problem $L$ an analog of Sturm's oscillation theorem is true. More precisely, the eigenfunctions $y_{n}(x)=y\left(x, \lambda_{n}\right)$ has exactly $n-1$ (simple) zeros inside the interval ( 0,1 ), namely:

$$
0<x_{n}^{(1)}<x_{n}^{(2)}<\ldots<x_{n}^{(n-1)}<1 .
$$

The set

$$
\begin{equation*}
X_{L}:=\left\{x_{n}^{(j)}\right\}, \quad n \geq 1, \quad j=\overline{1, n-1} \tag{9}
\end{equation*}
$$

is called the set of nodal points of the problem $L$. Also, let

$$
I_{n}^{(j)}:=\left[x_{n}^{(j)}, x_{n}^{(j+1)}\right]
$$

be the $j^{\text {th }}$ nodal domain of the $n^{\text {th }}$ eigenfunction $y_{n}$, and let

$$
\ell_{n}^{(j)}:=\left|I_{n}^{(j)}\right|=x_{n}^{(j+1)}-x_{n}^{(j)}
$$

be the associated nodal length. Inverse nodal problems consist in recovering the potential $q(x)$ from the given set $X_{L}$ of nodal points or from a certain its part.

Now, in the following theorem, we develop asymptotic expressions for nodal points $x_{n}^{(j)}$ and the nodal lengths $\ell_{n}^{(j)}(n=1,2,3, \ldots, j=1,2 \ldots, n-1)$ at which $y_{n}$, the eigenfunction corresponding to the eigenvalue $\lambda_{n}$ of the problem $L$, vanishes.

Theorem 1. We consider the equation (2) under Dirichlet boundary condition (3). Let $q(x)$ satisfies (4), then the nodal points of the problem $L$ defined by (2)-(3) are

$$
\left\{\begin{array}{l}
x_{n}^{(j)}=\frac{j}{n}+O\left(\frac{1}{n}\right)  \tag{10}\\
n=1,2,3, \ldots, \quad j=1,2,3, \ldots, n-1
\end{array}\right.
$$

and the nodal lengths are

$$
\ell_{n}^{(j)}=\frac{1}{n}+O\left(\frac{1}{n}\right)
$$

Proof. Suppose $v=k_{0}-1 / 2$ and $k_{0}$ is odd. Then, by (7)-(8) and solving $y_{2}\left(x, \lambda_{n}\right)=0$, we approximate the nodal points of the form (10). Similarly, in the case when $k_{0}$ is even, using (6), (8) and from $y_{l}\left(x, \lambda_{\mathrm{n}}\right)=0$ we arrive at (10). Moreover,

$$
\begin{aligned}
\ell_{n}^{(j)} & =x_{n}^{(j+1)}-x_{n}^{(j)} \\
& =\left(\frac{j+1}{n}+O\left(\frac{1}{n}\right)\right)-\left(\frac{j}{n}+O\left(\frac{1}{n}\right)\right) \\
& =\frac{1}{n}+O\left(\frac{1}{n}\right) .
\end{aligned}
$$

Theorem 1, specially the relation (10), provide the sufficient conditions for the uniqueness theorem in the next section.

## 3 The Uniqueness Theorem

In this section, we show that the set of the nodal points $x_{n}^{(j)}$ of the form (10) is dense in $(0,1)$. Then, we prove a uniqueness theorem for the solution of the inverse nodal problem associated with the boundary value problem $L$.

First, we consider the equation

$$
\begin{equation*}
w^{\prime \prime}(x, \lambda)+\lambda w(x, \lambda)=0, \quad 0 \leq x \leq 1, \tag{11}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
w(0, \lambda)=0=w(1, \lambda) . \tag{12}
\end{equation*}
$$

It is easily shown that the solution of the problem (11)-(12) is $w(x, \lambda)=\sin (\sqrt{\lambda} x)$. Furthermore, the exact eigenvalues of the problem $L_{0}$ defined by (11)-(12) are

$$
\begin{equation*}
\xi_{n}=n^{2} \pi^{2} \tag{13}
\end{equation*}
$$

and their corresponding eigenfunctions are

$$
\begin{equation*}
w_{n}(x)=w\left(x, \xi_{n}\right)=\sin (n \pi x) . \tag{14}
\end{equation*}
$$

Since for each $n \in\{2,3,4, \ldots\}$ there exist $k \in\{0,1,2, \ldots\}$ and $m \in\left\{1,2, \ldots, 2^{\mathrm{k}}\right\}$ such that $n=2^{k+1}-m+1$, so according to (13)-(14), the set

$$
\left\{\left(2^{k+1}-m+1\right)^{2} \pi^{2} \mid k=0,1,2, \ldots, m=1,2, \ldots, 2^{k}\right\}
$$

consists of all eigenvalues of (11)-(12) except $\xi_{1}=\pi^{2}$. Moreover, the eigenfunction corresponding to the eigenvalue $\xi_{n}=\left(2^{k+1}-m+1\right) \pi^{2}$ is

$$
w\left(x, \xi_{n}\right)=\sin \left(\left(2^{k+1}-m+1\right) \pi x\right),
$$

so that $m /\left(2^{k+1}-m+1\right)$ is a zero of the eigenfunction $w_{n}(x)$. Therefore, the set of the nodal points of $L_{0}$ is

$$
\begin{align*}
X_{L_{0}} & :=\left\{\xi_{n}^{j}\right\}_{n \geq j, j=\overline{1, n-1}} \\
& =\left\{\left.\frac{m}{2^{k+1}-m+1} \right\rvert\, k=0,1,2, \ldots, m=1,2, \ldots, 2^{k}\right\} \cup\{0\} . \tag{15}
\end{align*}
$$

Lemma 1. The set $X_{L_{0}}$, defined by (15), is dense in [0,1].
Proof. For each fixed $k \in\{0,1,2, \ldots\}$, we have

$$
=\left\{\left.\frac{m}{2^{k+1}-m+1} \right\rvert\, m=1,2, \ldots, 2^{k}\right\}=\left\{\frac{1}{2^{k+1}}, \frac{2}{2^{k+1}-1}, \frac{3}{2^{k+1}-2}, \ldots, \frac{2^{k}}{2^{k}+1}\right\} .
$$

Moreover,

$$
\begin{equation*}
\frac{1}{2^{k+1}}-0=\frac{1}{2^{k+1}}, \quad 1-\frac{2^{k}}{2^{k}+1}=\frac{1}{2^{k}+1} \tag{16}
\end{equation*}
$$

and for $m=1,2, \ldots, 2^{k}-1$,

$$
\begin{aligned}
\bar{\ell}_{m, k} & :=\frac{m+1}{2^{k+1}-(m+1)+1}-\frac{m}{2^{k+1}-m+1} \\
& =\frac{2^{k+1}+1}{\left(2^{k+1}-m\right)-\left(2^{k+1}-m+1\right)} .
\end{aligned}
$$

Hence, there exists a sufficiently large number $\bar{k}$ such that for each $k>\bar{k}$ we have

$$
\begin{equation*}
\bar{\ell}_{m, k}<\frac{1}{k+1} . \tag{17}
\end{equation*}
$$

Now, let $\bar{x}_{m, k}:=m /\left(2^{k+1}-m+1\right)$. Then, for each $x \in[0,1]$, there exists $\mathrm{m} \in\{1,2, \ldots$, $\left.2^{\mathrm{k}}-1\right\}$ such that

$$
\begin{equation*}
x \in\left[0, \bar{x}_{1, k}\right] \vee x \in\left[\bar{x}_{m, k}, \bar{x}_{m+1, k}\right] \vee x \in\left[\bar{x}_{2^{k}, k}, 1\right] . \tag{18}
\end{equation*}
$$

On the other hand, the right sides of equations (16) and (17) tend to zero as $k \rightarrow \infty$. This together with the equation (18) completes the proof.

Theorem 2. The set of the nodal points of the boundary value problem $L, X_{L}$, is dense in the interval $(0,1)$.

Proof. It follows from (15) that the nodal points $\xi_{n}^{(j)}$ of $L_{0}$ have the form

$$
\xi_{n}^{(j)}=\frac{j}{n}, \quad n \geq 2, \quad j-1,2,3, \ldots, n-1
$$

Thus, using (10) we obtain

$$
\begin{equation*}
x_{n}^{(j)}=\xi_{n}^{(j)}+O\left(\frac{1}{n}\right) \tag{19}
\end{equation*}
$$

By (19) and Lemma 1, we conclude that $X_{L}$ is dense in $(0,1)$.

Now, we prove the main result of this section.

Theorem 3. Consider the boundary value problems defined by

$$
\begin{equation*}
y^{\prime \prime}+\left(\lambda-\frac{A}{x^{2}}+q_{i}(x)\right) y=0, \quad i=1,2, \quad x \in(0,1), \tag{20}
\end{equation*}
$$

and Dirichlet condition

$$
\begin{equation*}
y(0)=0=y(1) \tag{21}
\end{equation*}
$$

Let $q_{1}, q_{2}$, satisfy the condition (4) and $x_{n}^{(j)}\left(q_{1}\right)=x_{n}^{(j)}\left(q_{2}\right)$. Then $q_{1}=q_{2}$ (a.e.).
Proof. First, we consider the case when $k_{0}$ is odd, in (5). Let $x$ be an arbitrary, fixed number in the interval $[0,1]$. Since the set of the nodal points $X_{L}$, defined in (9), is dense in the interval $(0,1)$ by Theorem 2, it follows that there exists a subsequence $\left\{n_{k}\right\}, k=1,2,3, \ldots$, such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} x_{n_{k}}^{(j)}=x . \tag{22}
\end{equation*}
$$

Let $\tilde{y}_{i}(x)=y_{2}\left(x, \lambda_{n_{k}}\left(q_{i}\right)\right)$ be the solution of (20)-(21) with the potential $q_{i}(x)$. Then, using (20) we derive

$$
\begin{equation*}
\frac{d}{d x}\left(\tilde{y}_{2} \tilde{y}_{1}^{\prime}-\tilde{y}_{1} \tilde{y}_{2}^{\prime}\right)(x)=\left\{q_{1}(x)-q_{2}(x)+\lambda_{n_{k}}\left(q_{1}\right)-\lambda_{n_{k}}\left(q_{2}\right)\right\} \tilde{y}_{1}(x) \tilde{y}_{2}(x) \tag{23}
\end{equation*}
$$

Integrating (23) from 0 to $x\left(j, n_{k}\right)=x_{n_{k}}^{(j)}:=x_{n_{k}}^{(j)}\left(q_{1}\right)=x_{n_{k}}^{(j)}\left(q_{2}\right)$, we get

$$
\begin{equation*}
\left.\left(\tilde{y}_{2} \tilde{y}_{1}^{\prime}-\tilde{y}_{1} \tilde{y}_{2}^{\prime}\right)(x)\right|_{0} ^{x\left(j, n_{k}\right)}=\int_{0}^{x\left(j, n_{k}\right)}\left\{q_{1}(t)-q_{2}(t)+\lambda_{n_{k}}\left(q_{1}\right)-\lambda_{n_{k}}\left(q_{2}\right)\right\} \tilde{y}_{1}(t) \tilde{y}_{2}(t) d t . \tag{24}
\end{equation*}
$$

Since $\tilde{y}_{1}\left(x\left(j, n_{k}\right)\right)=\tilde{y}_{2}\left(x\left(j, n_{k}\right)\right)=0$, the left side of (24) is equal to zero for each $k \in\{1,2,3, \ldots\}$. Thus,

$$
\int_{0}^{x\left(j, n_{k}\right)}\left\{q_{1}(t)-q_{2}(t)+\lambda_{n_{k}}\left(q_{1}\right)-\lambda_{n_{k}}\left(q_{2}\right)\right\} \tilde{y}_{1}(t) \tilde{y}_{2}(t) d t=0,
$$

for $k=1,2,3, \ldots$. We are done if we can show

$$
\int_{0}^{x}\left(q_{1}(t)-q_{2}(t)\right) d t=0 .
$$

For this goal, by (8) we have

$$
\lambda_{n_{k}}\left(q_{1}\right)-\lambda_{n_{k}}\left(q_{2}\right) \rightarrow 0 \text { as } k \rightarrow \infty .
$$

Hence, together with (22) and (24) these results imply

$$
\begin{equation*}
\lim _{k \rightarrow \infty} n_{k}^{2} \pi^{2} \int_{0}^{x}\left(q_{1}(t)-q_{2}(t)\right) \tilde{y}_{1}(t) \tilde{y}_{2}(t) d t=0 . \tag{25}
\end{equation*}
$$

Moreover, it follows from (7) that there exists a constant $C$ such that for sufficiently large $k$, we have

$$
\left|\tilde{y}_{1}(x) \tilde{y}_{2}(x)-\left(n_{k} \pi\right)^{-2} \sin ^{2}\left(n_{k} \pi x\right)\right|<C\left(n_{k} \pi\right)^{-3} .
$$

So,

$$
\begin{equation*}
n_{k}^{2} \pi^{2} \tilde{y}_{1}(x) \tilde{y}_{2}(x) \approx \sin ^{2}\left(n_{k} \pi x\right), \quad k \rightarrow \infty . \tag{26}
\end{equation*}
$$

Therefore, by (25)-(26) we get

$$
\begin{equation*}
\int_{0}^{x}\left(q_{1}(t)-q_{2}(t)\right) d t=0 . \tag{27}
\end{equation*}
$$

Finally, since $x$ was chosen arbitrary in the interval [0,1], together with (27) this yields $q_{I}=q_{2}$ (a.e.). In the case when $k_{0}$ is even, Theorem 3 can be proved similarly, by (6) and the same way as above.

Theorem 3 shown that the solution of the inverse nodal problem associated with (2)-(3), the potential function $q(x)$, can be uniquely determined by a dense set of nodes of the eigenfunctions.
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#### Abstract

Nowadays, numerical models have great importance in every field of science, especially for solving the nonlinear differential equations, partial differential equations, biochemical reactions, etc. The total time evolution of the reactant concentrations in the basic enzyme-substrate reaction is simulated by the Runge-Kutta of order four (RK4) and by Non-standard finite difference (NSFD) method. ANSFD model has been constructed for the biochemical reaction problem and numerical experiments are performed for different values of discretization parameter ' $h$ '. The results are compared with the well-known numerical scheme, i.e. RK4. Unlike RK4 which fails for large time steps, the developed scheme NSFD gives results that converge to true steady states for any time step used.
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## 1. Introduction and Preliminaries

In this paper, we consider the well-known Michaelis-Menten biochemical reaction model [1], i.e., the single enzyme substrate reaction scheme

$$
\begin{equation*}
E+A \rightleftharpoons Y \rightarrow E+X \tag{1}
\end{equation*}
$$

where $E$ is the enzyme, A the substrate, $Y$ the intermediate complex and $X$ the product. The time evolution of scheme (1) can be determined from the solution of the system of coupled nonlinear ODE [2].

[^6]\[

$$
\begin{gather*}
\frac{d A}{d E}=-k_{1} E A+k_{-1} Y  \tag{2}\\
\frac{d E}{d t}=-k_{1} E A+\left(k_{-1}+k_{2}\right) Y  \tag{3}\\
\frac{d Y}{d t}=k_{1} E A-\left(k_{-1}+k_{2}\right) Y  \tag{4}\\
\frac{d X}{d t}=k_{2} Y \tag{5}
\end{gather*}
$$
\]

subject to the initial conditions

$$
\begin{equation*}
A(0)=A_{0}, E(0)=E_{0}, Y(0)=0, X(0)=0 \tag{6}
\end{equation*}
$$

where the parameters $k_{1}, k_{-1}$ and $k_{2}$ are positive rate constants for each reaction. Systems (2) - (5) can be reduced to only two equations for $A$ and $Y$ and in dimensionless form of concentrations of substrate $x$, and intermediate complex between enzyme and substrate $y$, are given by [2].

$$
\begin{align*}
& \frac{d x}{d t}=-x+(\beta-\alpha) y+x y  \tag{7}\\
& \frac{d y}{d t}=\frac{1}{\sigma}(x-\beta y-x y) \tag{8}
\end{align*}
$$

subject to the initial conditions

$$
\begin{equation*}
x(0)=1, y(0)=0 \tag{9}
\end{equation*}
$$

where $\alpha, \beta$ and $\sigma$ are dimensionless parameters.
The time evolution of the reaction can be determined from the traditional purely numerical methods like the classical fourth order Runge-Kutta method (RK4), but we are interested in this work to solve the system of coupled nonlinear ODEs (7) and (8) by using NSFD. To do so, we proceed as follows:

### 1.1 EqUiLIbrium Point

To calculate equilibrium point, equate (7) and (8) equal to zero i.e,

$$
\begin{gather*}
-x+(\beta-\alpha) y+x y=0  \tag{10}\\
\frac{1}{\sigma}(x-\beta y-x y)=0 \tag{11}
\end{gather*}
$$

we obtain $\left(x^{*}, y^{*}\right)=(0,0)$,that is the equilibrium point.

## 2. RK4 Method

In this section, we solve the systems (7) and (8) by RK4 Scheme as follows:

$$
\begin{align*}
k_{1} & =h\left(-x_{n}+(\beta-\alpha) y_{n}+x_{n} y_{n}\right) \\
m_{1} & =\frac{h}{\sigma}\left(x_{n}-\beta y_{n}-x_{n} y_{n}\right) \\
k_{2} & =h\left[-\left(x_{n}+\frac{k_{1}}{2}\right)+(\beta-\alpha)\left(y_{n}+\frac{m_{1}}{2}\right)+\left(x_{n}+\frac{k_{1}}{2}\right)\left(y_{n}+\frac{m_{1}}{2}\right)\right] \\
m_{2} & =\frac{h}{\sigma}\left[\left(x_{n}+\frac{k_{1}}{2}\right)-\beta\left(y_{n}+\frac{m_{1}}{2}\right)-\left(x_{n}+\frac{k_{1}}{2}\right)\left(y_{n}+\frac{m_{1}}{2}\right)\right] \\
k_{3} & =h\left[-\left(x_{n}+\frac{k_{2}}{2}\right)+(\beta-\alpha)\left(y_{n}+\frac{m_{2}}{2}\right)+\left(x_{n}+\frac{k_{2}}{2}\right)\left(y_{n}+\frac{m_{2}}{2}\right)\right] \\
m_{3} & =\frac{h}{\sigma}\left[\left(x_{n}+\frac{k_{2}}{2}\right)-\beta\left(y_{n}+\frac{m_{2}}{2}\right)-\left(x_{n}+\frac{k_{2}}{2}\right)\left(y_{n}+\frac{m_{2}}{2}\right)\right] \\
k_{4} & =h\left[-\left(x_{n}+k_{3}\right)+(\beta-\alpha)\left(y_{n}+m_{3}\right)+\left(x_{n}+k_{3}\right)\left(y_{n}+m_{3}\right)\right] \\
m_{4} & =\frac{h}{\sigma}\left[\left(x_{n}+k_{3}\right)-\beta\left(y_{n}+m_{3}\right)-\left(x_{n}+k_{3}\right)\left(y_{n}+m_{3}\right)\right] \\
x_{n+1}=x_{n} & +\frac{1}{6}\left[k_{1}+2 k_{2}+2 k_{3}+k_{4}\right]  \tag{12}\\
y_{n+1}=y_{n}+ & \frac{1}{6}\left[m_{1}+2 m_{2}+2 m_{3}+m_{4}\right] \tag{13}
\end{align*}
$$

### 2.1 NUMERICAL EXPERIMENTS

Numerical experiments are performed using values of parameters given in Table 2.1.


Figure 2.1. Concentration of Substrate.


Figure 2.2. Concentration of Intermediate Complex between Enzyme and Substrate.

Table 2.1. The Parameters $\alpha, \beta$ and $\sigma$.

| Parameters | Value |
| :---: | :---: |
| $\alpha$ | 0.375 |
| $\beta$ | 1 |
| $\sigma$ | 0.1 |



Figure 2.3. Concentration of Substrate.


Figure 2.4. Concentration of Intermediate Complex between Enzyme and Substrate.


## 3. Nonstandard Finite Difference Method

In this section we shall construct Non-Standard Finite Difference Scheme for the equations (7) and (8). First order time derivatives are described by using forward difference approximation $[4,5] . \dot{f}(t)$ can be approximated as

$$
\frac{d f(t)}{d t}=\lim _{l \rightarrow 0} \frac{f(t+l)-f(t)}{l}+O(l)
$$

$x^{n}$ and $y^{n}$ are the approximations of $x(n l)$ and $y(n l)$, for $n=0,1,2, \ldots$, and where ' $l$ ' is step size of time. For satisfying biological nature of the continuous time model, it should be non-negative. The numerical method which has been developed to solve the system must hold Conservation law proposed by Mickens [6, 7]. To construct the NSFD scheme for system (7)-(8) we note the following statements
(i) The linear and nonlinear terms on the right hand side of Equation (7) are in the form $-x \approx-x^{n+1},(\beta-\alpha) y \approx(\beta-\alpha) y^{n}, x y \approx x^{n} y^{n}$
(ii) The linear and nonlinear terms on the right hand side of Equation (8) are in the form $x \approx x^{n},-\beta y \approx-\beta y^{n+1},-x y \approx-x^{n} y^{n+1}$
So,

$$
\begin{align*}
& \frac{x^{n+1}-x^{n}}{h}=-x^{n+1}+(\beta-\alpha) y^{n}+x^{n} y^{n}  \tag{14}\\
& \quad \frac{y^{n+1}-y^{n}}{h}=\frac{1}{\sigma}\left\{x^{n}-\beta y^{n+1}-x^{n} y^{n+1}\right\} \tag{15}
\end{align*}
$$

Eq. (14) implies that

$$
\begin{equation*}
x^{n+1}=\frac{x^{n}+h\left\{(\beta-\alpha) y^{n}+x^{n} y^{n}\right\}}{1+h} \tag{16}
\end{equation*}
$$

and Eq. (15) implies that

$$
y^{n+1}=\frac{y^{n}+\frac{h}{\sigma} x^{n}}{1+\frac{h \beta}{\sigma}+\frac{h}{\sigma} x^{n}} .
$$

### 3.1 CONVERGENCE ANALYSIS

The stability and convergence of the proposed NSFD scheme about equilibrium point $(0,0)$ are discussed here. Let

$$
\begin{gathered}
F=\frac{x+h\{(\beta-\alpha) y+x y\}}{1+h}, \\
G=\frac{y+\frac{h}{\sigma} x}{1+\frac{h \beta}{\sigma}+\frac{h}{\sigma} x},
\end{gathered}
$$

and the Jacobian matrix is

$$
J\left(F^{*}\right)=\left[\begin{array}{cc}
\frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\
\frac{\partial G}{\partial x} & \frac{\partial G}{\partial y}
\end{array}\right]
$$

where as

$$
\begin{gathered}
\frac{\partial F}{\partial x}=\frac{1+h y}{1+h}, \quad \frac{\partial F}{\partial y}=\frac{h\{(\beta-\alpha)+x\}}{1+h}, \\
\frac{\partial G}{\partial x}=\frac{\left(1+\frac{h \beta}{\sigma}+\frac{h}{\sigma} x\right) \frac{h}{\sigma}}{\left(1+\frac{h \beta}{\sigma}+\frac{h}{\sigma} x\right)^{2}}, \quad \frac{\partial G}{\partial y}=\frac{1}{1+\frac{h \beta}{\sigma}+\frac{h}{\sigma} x}
\end{gathered}
$$

At $\left(x^{*}, y^{*}\right)=(0,0)$ we have

$$
\frac{\partial F}{\partial x}=\frac{1}{1+h}, \quad \frac{\partial F}{\partial y}=\frac{h(\beta-\alpha)}{1+h}, \quad \frac{\partial G}{\partial x}=\frac{\frac{h}{\sigma}}{\left(1+\frac{h \beta}{\sigma}\right)}, \quad \frac{\partial G}{\partial y}=\frac{1}{1+\frac{h \beta}{\sigma}} .
$$

Define,

$$
J=\left[\begin{array}{cc}
\frac{1}{1+h} & \frac{h(\beta-\alpha)}{1+h} \\
\frac{\frac{h}{\sigma}}{\left(1+\frac{h \beta}{\sigma}\right)} & \frac{1}{1+\frac{h \beta}{\sigma}}
\end{array}\right] .
$$

Lemma [11]: For the quadratic equation $\mu^{2}-\mu A+B=0$, both roots satisfy $\left|\mu_{i}\right|<1 ; i=$ 1,2 if and only if the following conditions are satisfied:
(i) $1+B>A$
(ii) $1+A+B>0$
(iii) $B<1$

Let us define $A=\operatorname{trace}(J)$ and $B=\operatorname{det}(J)$, where

$$
\operatorname{trace}(J)=\frac{1}{1+h}+\frac{1}{1+\frac{h \beta}{\sigma}}=\frac{2+h+\frac{h \beta}{\sigma}}{(1+h)\left(1+\frac{h \beta}{\sigma}\right)}
$$

and

$$
\operatorname{det}(J)=\left(\frac{1}{1+h} \times \frac{1}{1+\frac{h \beta}{\sigma}}\right)-\left(\frac{h(\beta-\alpha)}{1+h} \times \frac{\frac{h}{\sigma}}{1+\frac{h \beta}{\sigma}}\right)=\frac{1-(\beta-\alpha) \frac{h^{2}}{\sigma}}{(1+h)\left(1+\frac{h \beta}{\sigma}\right)}
$$

The first condition of the Lemma is $1+B>A$, so by using the values of $A$ and $B$ we have

$$
1+\frac{1-(\beta-\alpha) \frac{h^{2}}{\sigma}}{(1+h)\left(1+\frac{h \beta}{\sigma}\right)}>\frac{2+h+\frac{h \beta}{\sigma}}{(1+h)\left(1+\frac{h \beta}{\sigma}\right)} \Rightarrow(1+h)\left(1+\frac{h \beta}{\sigma}\right)+1-(\beta-\alpha) \frac{h^{2}}{\sigma}>2+h+\frac{h \beta}{\sigma}
$$

which proves that $h^{2}>0$.
The second condition of the Lemma is $1+A+B>0$, so by using the values of $A$ and $B$ we get

$$
2+2 h+2 \frac{h \beta}{\sigma}+\frac{h^{2} \alpha}{\sigma}>0 .
$$

The third condition of the Lemma is $1>B$, so by using the values of $A$ and $B$ we obtain

$$
h \alpha<\sigma+\beta+2 h \beta \Rightarrow 0<\sigma+\beta+(2 \beta-\alpha) h
$$

Since $h>0$ and all conditions of the theorem are true, the System is Stable for all values of $h$ and converges to steady state.

### 3.2 Numerical Experiments

Numerical experiments are performed using values of parameters given in Table 2.1.


Figure 3.1. Concentration of Substrate.


Figure 3.2. Concentration of Intermediate Complex between Enzyme and Substrate.


Figure 3.3. Concentration of Substrate.


Figure 3.5. Concentration of Substrate.


Figure 3.4. Concentration of Intermediate Complex between Enzyme and Substrate.


Figure 3.6. Concentration of Intermediate Complex between Enzyme and Substrate.


Figure 3.7. Concentration of Substrate.


Figure 3.8. Concentration of Intermediate Complex between Enzyme and Substrate.


## 4. Results and Discussion

The Numerical modelling of well-known Michaelis-Menten non-linear reaction system has been analysed in this paper. The model has one equilibrium points. An unconditionally convergent non-standard finite difference numerical model has been constructed and numerical experiments are performed for different values of discretization parameter ' $h$ '. Results are compared with well-known numerical method i.e. Runge-Kutta method of order four (RK4). Table 4.1 shows the effect of different time step, $h$ for both numerical schemes.

Table 4.1. The Effect of Different Time Step.

| $\boldsymbol{h}$ | RK4 | Numerical Model |
| :---: | :---: | :---: |
| .01 | Convergence | Convergence |
| 0.1 | Convergence | Convergence |
| 0.16 | Divergence(method failed) | Convergence |
| 0.2 | Divergence | Convergence |
| 2 | Divergence | Convergence |
| 10 | Divergence | Convergence |
| 100 | Divergence | Convergence |

Table 4.1 shows that the RK-4 method converge for small values of parameter $h$ and it diverges for the large values but our NSFD model will remain convergent even for a very
large value of discretization parameter i.e. $h=1000$. It isto be noted that the authors of [11] solved this problem by multistage homotopy perturbation method and homotopy perturbation method. In both cases they statedthat the step size $h$ should be very small otherwise the methods will diverge, but in our case, the step size is irrelevant.

## 5. Conclusion

Figures 3.9 and 3.10 show the comparison of NSFD scheme with Runge-Kutta method of order 4. It can be observed that when step size has been increased up to 0.16 , the RK-4 scheme gives negative values of both concentrations, while the proposed NSFD scheme preserves positivity and convergence of the solution for these values of step size. Unlike RK-4 which fails for large time steps, the developed NSFD scheme gives results that converged to true steady states for any time step used. The proposed scheme is easy to implement and numerically stable.
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#### Abstract

A computational technique for solution of mathematical model of gas solution in a fluid is presented. This model describes the change of mass of the gas volume due to diffusion through the contact surface. An appropriate representation of the solution based on the Müntz polynomials reduces its numerical treatment to the solution of a linear system of algebraic equations. Numerical examples are given and discussed to illustrate the effectiveness of the proposed approach. © 2017 University of Kashan Press. All rights reserved


## 1. INTRODUCTION

A number of examples in nature can illustrate the capability of liquids to dissolve gases; in fact, human life would not be feasible if blood cannot dissolve oxygen, nor marine life is likely to happen if oxygen did not dissolve in water. The solubility anticipation of oxygen gas in the liquid is important as it can be used in aquaculture and biological issues such as oxygen uptake in lungs and its dissolution in the blood. The prediction of $\mathrm{CO}_{2}$ gas solubility in water can be used for growing plants and in the production of carbonated drinks [24]. Such interesting natural phenomena are described by differential equations.

This paper is concerned with providing good quality algorithm for the numerical solution of the three-term fractional differential equations of the form

$$
\begin{equation*}
p^{\prime}(t)+F(t) D^{1 / 2} p(t)+G(t) p(t)=H(t) \tag{1.1}
\end{equation*}
$$

combined with the suitable initial condition $p(0)=p_{0}$. This equation describes the change of mass of the gas volume due to diffusion through the contact surface [2]. Here, $D^{1 / 2} p(t)$

[^7]denotes the fractional derivative $D_{*}^{1 / 2} p(t)$ in the Caputo version [7] and the RiemannLiouville fractional derivative ${ }_{0}^{R L} D_{t}^{1 / 2} p(t)$, defined by
\[

$$
\begin{align*}
D_{*}^{1 / 2} p(t) & =\frac{1}{\sqrt{\pi}} \int_{0}^{t} \frac{p^{\prime}(s)}{\sqrt{t-s}} d s  \tag{1.2}\\
{ }_{0}^{R L} D_{t}^{\frac{1}{2}} p(t) & =\frac{1}{\sqrt{\pi}} \frac{d}{d t} \int_{0}^{t} \frac{p(s)}{\sqrt{t-s}} d s \tag{1.3}
\end{align*}
$$
\]

respectively [9,23]. It is well-known that the fractional derivative of Riemann-Liouville and Caputo type are closely linked by the following relationship:

$$
\begin{equation*}
D_{*}^{1 / 2} p(t)={ }_{0}^{R L} D_{t}^{1 / 2}[p(t)-p(0)] . \tag{1.4}
\end{equation*}
$$

Fractional calculus, including the operators of fractional order integration and differentiation, is known to provide an excellent setting for capturing in a model framework concerned with real-world problems in a variety of disciplines from physics, chemistry, biology and engineering [1, 4, 17, 23]. In order to approximate fractional derivatives, a number of methods have been proposed $[4,6,11]$. Since few of the fractional differential equations can be solved explicitly, it is necessary to employ numerical techniques to find the approximate solution. Especially, numerical schemes for the multi-term fractional differential equations have been developed in the past ten to fifteen years and have been studied in numerous papers $[4,9,10,22]$.

As a fractional derivative is a non-local operator, it is very natural to consider a global method like the spectral method for its numerical solution. Spectral collocation methods are efficient and highly accurate techniques for numerical solution of differential equations [13, 25]. The basic idea of the spectral collocation method is to assume that the unknown solution $p(t)$ can be approximated by a linear combination of some basis functions, called the trial functions, such as orthogonal polynomials.

Whereas the classical orthogonal polynomials work well for numerical solution of conventional differential equations, their application for the fractional differential equations implies at least two difficulties in connection with the collocation method. First, according to Theorems 4.1 in [16], the solutions of the problem (1.1) can contain some fractionalpower terms with which the classical orthogonal polynomials cannot match. In this case, the rate of convergence of the numerical approximations is not reasonable when the classical polynomial bases are used. Second, to apply a collocation method, it is required that the derivatives of any trial function can be expressed in terms of the same trial bases. However, the fractional derivatives of a classical polynomial are not polynomials. Therefore, roughly speaking, a good approximation for the fractional derivatives via the classical orthogonal polynomials is not hoped to be obtained.

In the present article, the Müntz-Legendre polynomials are used, which are a family of generalized orthogonal polynomials. These polynomials were introduced and investigated in [5, 18]. A fractional derivative of a Müntz-Legendre polynomial is again a

Müntz-Legendre polynomial. This is a crucial feature of these bases for using them in the collocation method for the numerical solution of the fractional differential equations.

The structure of the paper is as follows. In the next section, the derivation of mathematical model of gas solution in a fluid is briefly recalled. Then, to construct a numerical algorithm, this equation as a three-term fractional differential equation is reformulated. In Section 3, the Müntz-Legendre polynomials and related topics are introduced. A description of the proposed numerical scheme is provided in Section 4. Some details concerning the practical implementation are discussed in Section 5. Finally, the numerical results to demonstrate the efficiency of the proposed method are given in Section 6.

## 2. Problem Statement

The mathematical model of the process of solution of a compressible gas volume in a fluid, when there are no convection currents, is described by the system [2, 23]

$$
\begin{align*}
\frac{d}{d \tau}\left(V_{0} f\left(\frac{\tau}{\theta}\right) P(0, \tau) \frac{M}{R T}\right) & =\left.S K \frac{\partial C}{\partial x}\right|_{x=0}, \quad 0<\tau<\theta  \tag{2.1}\\
-\left.\sqrt{K} \frac{\partial C}{\partial x}\right|_{x=0} & ={ }_{0}^{R L} D_{\tau}^{1 / 2}[C(0, \tau)-C(x, 0)]  \tag{2.2}\\
P(0, \tau) & =\kappa C(0, \tau), \quad P(x, 0)=\kappa C(x, 0), \tag{2.3}
\end{align*}
$$

where $V_{0}$ is the initial gas volume, $\theta$ is the time of the gas compression to zero volume, $f$ is a function describing a change of the gas volume, such that $f(0)=1$ and $f(1)=0, M$ is the molecular weight of the gas, $R$ is the molar gas constant, $K$ is the gas diffusion coefficient in the fluid, $S$ is the contact surface between the gas and the fluid, $\kappa$ is the Henry's constant, $C(x, \tau)$ is the gas concentration, and $P(x, \tau)$ is the unknown gas pressure (Figure 1).

The gas pressure near the contact surface $P(0, \tau)$ is to be found. The $x$-axis goes down from the contact surface, for which $x=0$. The gas temperature $T$ is assumed to be constant, which implies the gas compression is slow enough. If necessary, a weak nonisothermality can be accounted by making a correction to the function $f(\tau / \theta)$. The depth of the fluid is taken infinite [2,23].

The change of the gas volume mass due to diffusion through the contact surface is described by (2.1). The mass change depends on the change of the gas concentration near the contact surface, which is given by (2.2). Taking into account the condition (2.3), makes the consideration of mass transfer process for $x>0$ unnecessary.

The problem (2.1)-(2.3) for determining the dimensionless gas pressure

$$
p(\tau)=\frac{P(0, \tau)}{P(x, 0)}=\frac{C(0, \tau)}{C(x, 0)},
$$

near the constant surface can be written as [23]

$$
\begin{equation*}
p^{\prime}(t)+F(t) D_{*}^{1 / 2} p(t)+G(t) p(t)=0, \quad p(0)=1 \tag{2.4}
\end{equation*}
$$

where

$$
t=\frac{\tau}{\theta} \in(0,1], \quad F(t)=\frac{\lambda}{f(t)}, \quad G(t)=\frac{f^{\prime}(t)}{f(t)}, \quad \lambda=\frac{R T S \sqrt{K \theta}}{\kappa M V_{0}} .
$$



Figure 1. Solution of a gas in a fluid [23].

## 3. MÜntz-LEGENDRE Polynomials

Let the complex numbers from the set $\Lambda_{n}=\left\{\lambda_{0}, \ldots, \lambda_{n}\right\}$ satisfy the condition $\mathfrak{R}\left(\lambda_{k}\right)>-\frac{1}{2}$ and $\lambda_{k} \neq \lambda_{j}, k \neq j$. Then, for every $n=0,1,2, \ldots$, the Müntz-Legendre polynomials on the interval [0,1] are defined by [5, 18]

$$
\begin{equation*}
L_{n}\left(\Lambda_{n} ; x\right)=\sum_{k=0}^{n} c_{n k} x^{\lambda_{k}}, \quad c_{n k}=\frac{\prod_{v=0}^{n-1}\left(\lambda_{k}+\bar{\lambda}_{v}+1\right)}{\prod_{v=0, v \neq k}^{n}\left(\lambda_{k}-\lambda_{v}\right)} . \tag{3.1}
\end{equation*}
$$

For the Müntz-Legendre polynomials (3.1), the orthogonality relation

$$
\int_{0}^{1} L_{n}\left(\Lambda_{n} ; x\right) \bar{L}_{m}\left(\Lambda_{m} ; x\right) d x=\frac{\delta_{n m}}{\lambda_{n}+\bar{\lambda}_{m}+1},
$$

holds for every $m, n=0,1,2, \ldots[5]$.

In this paper, the case when the powers of the Müntz basis elements build an arithmetic progression is considered [12, 20]. In other words, we assume that $\lambda_{k}=k / 2$. In this case, the Müntz-Legendre polynomials on the interval [0,1] are represented by the formula

$$
\begin{equation*}
L_{n}(t)=\sum_{k=0}^{n} c_{n k} t^{k / 2}, \quad c_{n k}=\frac{(-1)^{n-k}}{k!(n-k)!} \prod_{v=0}^{n-1}(k+v+2) \tag{3.2}
\end{equation*}
$$

The functions $L_{k}(t), k=0,1, \ldots, n$ form an orthogonal basis for $\mathbb{M}_{n}$, where

$$
\mathbb{M}_{n}=\operatorname{span}\left\{1, \mathrm{t}^{1 / 2}, \mathrm{t}, \mathrm{t}^{3 / 2}, \ldots, \mathrm{t}^{\mathrm{n} / 2}\right\}
$$

The denseness of $\mathbb{M}_{n}$ in $C[0,1]$, the set of continuous functions on the interval [0,1], in the uniform norm is characterized by $\sum_{k=1}^{\infty} 1 / k=\infty$ [5].

## 4. MÜntz-Legendre Collocation Method

In this section, the collocation method based on Müntz-Legendre polynomials is applied for solving an initial value problem of the form

$$
\begin{gather*}
p^{\prime}(t)+F(t) D_{*}^{1 / 2} p(t)+G(t) p(t)=H(t)  \tag{4.1}\\
p(0)=p_{0} \tag{4.2}
\end{gather*}
$$

Under certain conditions on the functions $F, G$ and $H$, the initial value problem (4.1)-(4.2) possesses unique solution $p$ in an appropriate space of functions [9, 16]. As a generally applicable method to determine the exact solution of initial value problem (4.1)-(4.2) is not readily accessible, some numerically computed approximate solutions are inevitable. Numerical evaluation of this solution is the aim of this section. At first, the solution $p$ is approximated by $p_{n} \in \mathbb{M}_{n}$ as the finite sum

$$
\begin{equation*}
p_{n}(t)=\sum_{k=0}^{n} a_{k} L_{k}(t) \tag{4.3}
\end{equation*}
$$

where $a_{k}$ are unknown coefficients. It is worthwhile to note that if $p_{n} \in \mathbb{M}_{n}$, then $D_{*}^{1 / 2} p_{n}$ belongs to $\mathbb{M}_{n}$, too. This key property is crucial for application of the collocation method to the initial value problem (4.1)-(4.2).

The unknown coefficients $a_{k}$ in approximation (4.3) are obtained from the initial condition

$$
\begin{equation*}
p_{n}(0)=p_{0} \tag{4.4}
\end{equation*}
$$

and the fact that $p_{n}(t)$ should satisfy the fractional differential equation in some suitably chosen collocation points $\xi_{j}, j=1,2, \ldots, n$. More precisely, the relation holds as follows:

$$
\begin{equation*}
p^{\prime}\left(\xi_{j}\right)+F\left(\xi_{j}\right) D_{*}^{1 / 2} p\left(\xi_{j}\right)+G\left(\xi_{j}\right) p\left(\xi_{j}\right)=H\left(\xi_{j}\right) \tag{4.5}
\end{equation*}
$$

Substituting (4.3) into (4.4), the equation

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k} g_{k 0}=p_{0} \tag{4.6}
\end{equation*}
$$

with $g_{k 0}=L_{k}(0)$ is obtained. In its turn, equation (4.5) can be presented in form of $n$ algebraic equations

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k} g_{k j}=H\left(\xi_{j}\right), \quad j=1,2, \ldots, n \tag{4.7}
\end{equation*}
$$

where

$$
g_{k j}=L_{k}^{\prime}\left(\xi_{j}\right)+F\left(\xi_{j}\right) D_{*}^{1 / 2} L_{k}\left(\xi_{j}\right)+G\left(\xi_{j}\right) L_{k}\left(\xi_{j}\right)
$$

Note that $L_{k}^{\prime}\left(\xi_{j}\right)$ and $D_{*}^{1 / 2} L_{k}\left(\xi_{j}\right)$ in (4.7) can be computed by using the subsequent stable methods (5.3) and (5.8), respectively. The equations (4.6) and (4.7) are nothing else but a linear system of $n+1$ equations for the $n+1$ unknown coefficients $a_{k}$ that can be solved by one of the known methods. Substituting the coefficients $a_{k}$ into (4.3) leads to an approximated solution of the fractional initial value problem (4.1)-(4.2).

It should be noted that, the error analysis of the collocation method based on nonclassical polynomials is very complicated and is beyond the scope of this paper.

## 5. IMPLEMENTATION ISSUES

In this section, some details to provide additional insight on this new method are presented.

### 5.1. NUMERICAL EVALUATION OF $L_{n}(t)$ AND $D^{1 / 2} L_{n}(t)$

A direct evaluation of Müntz-Legendre polynomials in the form (3.1) can be problematic in finite arithmetic, especially when $n$ is a large number and $x$ is close to 1 . These problems have been addressed by Milovanović in [18]. He stated that the coefficients $c_{n k}$ become very large when $n$ increases, but their sums are always equal to 1 .

Here, a stable method for evaluating the Müntz-Legendre polynomials defined by (3.2) is presented. The proposed technique is based on a three-term recurrence relation induced from the following theorem.

Proposition 5.1. ([12]) Let $L_{n}(t)$ be Müntz-Legendre polynomial defined by (3.2) and $t \in[0,1]$. Then

$$
\begin{equation*}
L_{n}(t)=P_{n}^{(0,1)}(2 \sqrt{t}-1), \tag{5.1}
\end{equation*}
$$

holds true, where $P_{n}^{(0,1)}$ is a Jacobi polynomial.

Hence, in view of [21, (18.9.2)], the Müntz-Legendre polynomials $L_{n}(t)$ can be evaluated by means of the three-term recursion

$$
\begin{equation*}
b_{1 n} L_{n+1}(t)=b_{2 n}(t) L_{n}(t)-b_{3 n} L_{n-1}(t), \quad n \geq 1, \tag{5.2}
\end{equation*}
$$

where $L_{0}(t) \equiv 1, L_{1}(t)=3 \sqrt{t}-2$, and

$$
\begin{aligned}
b_{1 n} & =2(n+1)(n+2)(2 n+1), \\
b_{2 n}(t) & =2(n+1)[(2 n+1)(2 n+3)(2 \sqrt{t}-1)-1], \\
b_{3 n} & =2 n(n+1)(2 n+3) .
\end{aligned}
$$

Another result of Proposition 5.1 is a formula for evaluating $L_{n}^{\prime}(t)$. More precisely, by means of $[21,(18.9 .15)]$ the first derivative of $L_{n}(t)$ is given by

$$
\begin{equation*}
L_{n}^{\prime}(t)=\frac{n+2}{2 \sqrt{t}} P_{n-1}^{(1,2)}(2 \sqrt{t}-1) . \tag{5.3}
\end{equation*}
$$

Proposition 5.2. ([12]) Let $L_{n}(t)$ be Müntz-Legendre polynomial defined by (3.2) and $t \in[0,1]$. Then

$$
\begin{equation*}
D_{*}^{1 / 2} L_{n}(t)=\frac{n+2}{\sqrt{\pi}} \int_{0}^{1}\left(1-x^{2}\right)^{-1 / 2} P_{n-1}^{(1,2)}(2 x \sqrt{t}-1) d x, \tag{5.4}
\end{equation*}
$$

holds true.

### 5.2. Gauss-Type Quadrature Rules

An $n$-point quadrature rule for the weight function $w$ is called a formula of the type

$$
\begin{equation*}
\int_{a}^{b} w(x) f(x) d x=\sum_{k=1}^{n} w_{k} f\left(x_{k}\right)+R_{n}[f], \tag{5.5}
\end{equation*}
$$

where the sum on the right-hand side of the equation provides an approximation to the integral and $R_{n}$ is the error. The numbers $x_{k}, k=1, \ldots, n$ are called nodes and $w_{k}$ are called weights of the quadrature rule. Among all quadrature rules of the form (5.5) those of the Gaussian type have the best performance. More precisely, if nodes $x_{k}$ and weights $w_{k}$ are chosen in the way that quadrature rule (5.5) becomes exact for polynomials of degree at most $2 n-1$, then this quadrature rule is called a Gauss-type quadrature rule. It can be proved that the nodes $x_{k}$ in a Gaussian quadrature are the roots of the orthogonal polynomial $\pi(t ; w)$ associated with the weight function and the weights $w_{k}$ can be obtained from the following system of linear equations:

$$
\begin{equation*}
\sum_{k=1}^{n} w_{k} x_{k}^{j}=\int_{a}^{b} x^{j} w(x) d x, \quad j=0,1, \ldots, 2 n-1 \tag{5.6}
\end{equation*}
$$

As $n$ increases, finding roots of $\pi(t ; w)$ and solving the linear system (5.6) become an ill-conditioned and time consuming problem. Alternatively, the Golub-Welsch
algorithm to determine the nodes and the weights of a Gaussian quadrature can be used [15].

The construction of the Gaussian quadrature (5.5) for an arbitrary $n \geq 1$ can be realized very easy by MATHEMATICA package OrthogonalPolynomials[8,19]. Alternatively, for this purpose, there is also Gautschi's package $O P Q$ written in MATLAB [14]. These packages provide many other calculations with orthogonal polynomials and different quadrature rules, and they are downloadable from Web Sites: www.mi.sanu.ac.rs/~gvm/ and www.cs.purdue.edu/archives/, respectively.

To calculate the integral on the right-hand side of (5.4), $N$-point Gaussian quadrature rule

$$
\begin{equation*}
\int_{0}^{1}\left(1-x^{2}\right)^{-1 / 2} f(x) d x=\sum_{k=1}^{N} w_{k} f\left(x_{k}\right), \quad f \in \mathbb{P}_{2 N-1} \tag{5.7}
\end{equation*}
$$

is used. The weight function $w(x)=\left(1-x^{2}\right)^{-1 / 2}$ is a nonclassical one and no explicit formulae are known for $x_{k}$ and $w_{k}$. However, the Chebyshev and Golub-Welsch algorithms to calculate the nodes and weights in (5.7) can be used [14, 15]. The quadrature rule (5.7) with $N=\lceil n / 2\rceil$ becomes exact for computing the integral in (5.4). The nodes and weights in the generalized Gaussian quadrature rule (5.7) are reported in Table 1.

Table 1: Nodes and weights in 10-point Gaussian quadrature rule (5.7).

| Nodes $x_{k}$ | Weights $w_{k}$ |
| :---: | :---: |
| 0.013428248384359 | 0.034319541263749 |
| 0.165229282898357 | 0.077205134746572 |
| 0.165088161001579 | 0.114617582317493 |
| 0.292182309608721 | 0.145264568917587 |
| 0.438817309663802 | 0.169221867374936 |
| 0.591551320859218 | 0.187274168806872 |
| 0.736030889552124 | 0.200396120129594 |
| 0.858545000002092 | 0.209464924712622 |
| 0.947393707327565 | 0.215148632394853 |
| 0.994059476652251 | 0.217883786130620 |

After obtaining the nodes $x_{k}$ and weights $w_{k}$, the fractional derivative $D_{*}^{1 / 2} L_{n}(t)$ can be computed by using the formula

$$
\begin{equation*}
D_{*}^{1 / 2} L_{n}(t)=\frac{n+2}{\sqrt{\pi}} \sum_{k=1}^{[n / 2]} w_{k} P_{n-1}^{(1,2)}\left(2 x_{k} \sqrt{t}-1\right) \tag{5.8}
\end{equation*}
$$

This section ends with a brief discussion of collocation points. Grid points for orthogonal collocation method should lie approximately in a minimal-energy configuration associated with inverse linear repulsion between points. Hence, a proper choice of collocation points is crucial for the accuracy of the numerical solution and for its computational stability [13, 25]. In the proposed case, a particularly convenient choice for the collocation points $\xi_{j}$ is $\xi_{j}=t_{j}^{2}, j=1, \ldots, n$ where $t_{j}$ are Chebyshev points associated with the interval $[0,1]$, i.e.,

$$
t_{j}=\frac{1}{2}\left(1-\cos \frac{\pi j}{n}\right), \quad j=0,1, \ldots, n .
$$

## 6. Numerical Experiments

In this section, some numerical studies are presented to illustrate and test the behavior of the approach described in the Section 4. As is common, there is no comparison to other known methods. The main reason for this is that the numerical solution for this problem comes only in [23] and has a slow convergence. The following numerical experiments were implemented through Mathematica and Matlab.

Example 1. As the first experiment, given $\lambda=8 /(3 \sqrt{\pi})$ and the change of gas volume $f(t)=1-\sqrt{t}$, then the initial value problem (2.4) has the analytical solution

$$
p(t)=1+\sqrt{t}-\frac{1}{3} t+\left(\frac{32}{27 \pi}-\frac{1}{3}\right) t \sqrt{t} .
$$

The analytical and numerical solutions of this problem are plotted in Figure 2. Furthermore, to explore the dependence of errors on the discretization parameter $n$, the error in the $\infty-$ norm is used. As it is seen, the presented method provides accurate results even with a few number of nodes.

Example 2. Consider the initial value problem (2.4) with $f(t)=1-t$. In this case, it is hard to find a closed form solution of (2.4). However, thanks to the work of Babenko [3, (7.25)], if the compression is slow ( $\lambda \gg 1$ ), the following asymptotic representation for $p(t)$ is obtained:

$$
\begin{equation*}
p(t)=1+\frac{2 \sqrt{t}}{\sqrt{\pi}} \frac{1}{\lambda}+\left(\frac{3}{2} t-1\right) \frac{1}{\lambda^{2}}+\mathcal{O}\left(\frac{1}{\sqrt{t} \lambda^{3}}\right), \quad t>0 . \tag{6.1}
\end{equation*}
$$

Moreover, in the case of rapid compression $(\lambda \ll 1)$, a similar expression in powers of $\lambda$ can be obtained [3, (7.26)] as follows:

$$
\begin{equation*}
p(t)=\frac{1}{1-t}+\frac{2}{\sqrt{\pi}}\left(\frac{\sqrt{t}}{1-t}-\frac{\sin ^{-1} \sqrt{t}}{(1-t)^{3 / 2}}\right) \lambda+\mathcal{O}\left(\frac{\lambda^{2}}{(1-t)^{2}}\right), \quad t<1 . \tag{6.2}
\end{equation*}
$$



Figure 2: Analytical and numerical solutions of problem (2.4) (Example 1).

In Figure 3, the numerical and asymptotic solutions of problem (2.4) are illustrated. These results indicate that the approximate solutions of the present method are in agreement with asymptotic solutions. It can be shown that the maximum pressure, $p_{\max }$, occurs at $t=1$. On the other hand, from (6.1), the following asymptotic expression is obtained

$$
\begin{equation*}
p(t) \approx 1+\frac{2}{\sqrt{\pi}} \frac{1}{\lambda}+\frac{1}{2} \frac{1}{\lambda^{2}}+\mathcal{O}(1) \frac{1}{\lambda^{3}}, \quad \lambda \rightarrow \infty . \tag{6.3}
\end{equation*}
$$

The numerical solutions for various values of $n$ are reported in Table 2. As tabulated, the asymptotic expression (6.3) as a reference "exact" solution is used. It can be seen that the presented method provides accurate results and indicate an exponential decay.

Table 2: Numerical solutions at $t=1$ and related errors with $\lambda=5$ (Example 2).

| $n$ | 5 | 10 | 15 | 20 | 25 | 30 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p_{n}(1)$ | 1.2457842 | 1.2456764 | 1.2456758 | 1.2456758 | 1.2456758 | 1.2456758 |
| Error | $1.08(-04)$ | $5.93(-07)$ | $2.19(-09)$ | $5.89(-12)$ | $1.24(-14)$ | $2.22(-16)$ |



Figure 3. Numerical and asymptotic solutions of problem (2.4): slow compression (left) and rapid compression (right) (Example 2).

## 7. CONCLUSION

In this paper, a computational technique based on the Müntz polynomials for solution of mathematical model of gas solution in a fluid is presented. The exact solution of this problem can contain some fractional-power terms with which the Müntz polynomials can match. An appropriate representation of the solution based on the Müntz polynomials reduces its numerical treatment to the solution of a linear system of algebraic equations. The numerical results obtained by the new method indicated the effectiveness of the proposed approach.
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$$
\begin{aligned}
& \text { اين نشريه طبق مجوز شماره 89/3/11/104372 مورخه 89/11/27 داراى }
\end{aligned}
$$

(ابسته به وزارت علوم ، تحقيقات و فناورى نمايه مى شود.
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