
 
 

Iranian J. Math. Chem. 12 (3) September (2021) 139 – 159 

 
 

Original Scientific Paper 

 
Resolvent Energy of Digraphs  
 

A. BABAI AND E. GOLPARRABOKY 

Department of Mathematices, University of Qom, Qom, Iran 
 
 

ARTICLE INFO  ABSTRACT 

Article History:  

Received: 3 June 2021 
Accepted: 30 September 2021  
Published online: 30 September 2021 
Academic Editor: Kinkar Chandra Das 

The resolvent energy of a graph G is defined as ER(G) =

∑୬
୧ୀଵ

ଵ

୬ି஛౟
, where λଵ ≥ λଶ ≥ ⋯ ≥ λ୬ are the eigenvalues of 

the adjacency matrix of G. We extend this concept to directed 
graphs with two approaches. The first approach, consider 

ER(G) = ∑୬
୧ୀଵ

ଵ

୬ି஢౟
, where σଵ ≥ σଶ ≥ ⋯ ≥ σ୬ are the 

singular values of G. The second approach, define the 

resolvent energy of a digraph G by ER(G) = ∑୬
୧ୀଵ

ଵ

୬ିୖ (୸౟)
, 

where zଵ, … , z୬ are the eigenvalues of G and Re(z୧) denotes 
the real part of z୧. We prove some properties of resolvent 
energy for some special digraphs and determine the resolvent 
energy of unicyclic and bicyclic digraphs and present lower 
bound for resolvent energy of directed cycles. 
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1. INTRODUCTION 

The energy of a graph is a quantity based on the graph spectrum. Nowadays, it is so 
interesting topic between researchers who study mathematical chemistry or spectral graph 
theory. The energy of a graph, defined as the sum of the absolute values of its eigenvalues, 
was first defined by Ivan Gutman in 1978 at a conference in Austria [11]. For finding more 
information on graph energy we suggest to see [7, 10, 26]. There are many kinds of graph 
energies, such as Laplacian energy [6] and Randić energy [20]. 
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In 2008, Pena and Rada generalized the concept of energy to a digraph 𝐺 as the sum 
of the absolute values of the real part of eigenvalues of graph, [24]. Also, the digraph energy 
was extensively studied [2, 17, 18, 22, 27, 28]. Nikiforov defined the energy of a digraph as 
the sum of its singular values [23]. 

Very recently, Gutman et al. introduced the resolvent energy [14], and it is defined 

by 𝐸𝑅(𝐺) = ∑௡
௜ୀଵ

ଵ

௡ିఒ೔
, where 𝜆ଵ ≥ 𝜆ଶ ≥ ⋯ ≥ 𝜆௡ are the eigenvalues of the adjacency 

matrix of 𝐺. They made conjectures about resolvent energy of unicyclic, bicyclic and 
tricyclic graphs. Afterward a lot of research has been done on it. In [1, 5], all of those 
conjectures have been proven. In [14], established a number of bounds on the resolvent 
energy and characterize trees, unicyclic and bicyclic graphs with smallest and largest 
resolvent energies. For more results about resolvent energy see [8, 9, 12, 13]. The Laplacian 
resolvent energy, signless Laplacian resolvent energy and normalized Laplacian resolvent 
energy were recently put forward in [3, 25]. 

In this paper, we extend the concept of resolvent energy to directed graphs. We prove 
some properties of resolvent energy for the directed unicyclic and bicyclic digraphs and 
make two conjecture about it. Moreover, we present lower bound for resolvent energy of 
directed cycles.  

 

2. PRELIMINARIES 

Let 𝐺 = (𝑉, 𝐸) be a finite and directed graph. We denote by 𝑉 = {𝑣ଵ, … , 𝑣௡} the vertex set 
of 𝐺 and by 𝐸 = {𝑒ଵ, … , 𝑒௠} the directed edge (arc) set of 𝐺. Since 𝐺 is directed, elements 
of 𝐸 are ordered pairs of elements of 𝑉. For 𝑣௜ , 𝑣௝ ∈ 𝑉, denote by 𝑣௜𝑣௝ the directed edge (arc) 

from 𝑣௜ to 𝑣௝ . Moreover, we call 𝑣௝  the head and 𝑣௜ the tail of 𝑣௜𝑣௝, respectively. 

Let 𝑣௜𝑣௝ be an arc. We call it simple if 𝑣௝𝑣௜ is not an arc in 𝐺. Also, if every arc in 𝐺 

is simple, then 𝐺 is called simple. Further, if both 𝑣௜𝑣௝ and 𝑣௝𝑣௜ are arcs in 𝐺, then they called 

symmetric arcs. 
Let 𝑑𝑒𝑔ା(𝑣௜) = |{𝑣௝ ∈ 𝑉, 𝑣௜𝑣௝ ∈ 𝐸}| denote the outdegree of the vertex 𝑣௜, and 

𝑑𝑒𝑔ି(𝑣௜) = |{𝑣௝ ∈ 𝑉, 𝑣௝𝑣௜ ∈ 𝐸}| denote the indegree of the vertex 𝑣௜ in the digraph 𝐺. 

A directed path of length 𝑛 − 1 (𝑛 ≥ 2), denoted by 𝑃ሬ⃗௡, is a graph with vertex set 
{𝑣௜|𝑖 = 1, … , 𝑛} and arc set {𝑣௜𝑣௜ାଵ|𝑖 = 1, … , 𝑛 − 1}. We call 𝑣ଵ the initial vertex and 𝑣௡ the 

terminal vertex of the directed path 𝑃ሬ⃗௡, respectively. A cycle of length 𝑛, denoted by 𝐶௡, is 
the digraph with the vertex set {𝑣௜|𝑖 = 1, … , 𝑛} and arc set {𝑣௜𝑣௜ାଵ|𝑖 = 1, … , 𝑛 −

1} ⋃ {𝑣௡𝑣ଵ}. A complete digraph on 𝑛 vertices denoted by 𝐾௡, with vertex set {𝑣௜|𝑖 =

1, … , 𝑛} and arc set {𝑣௜𝑣௝ , 𝑣௝𝑣௜|1 ≤ 𝑖, 𝑗 ≤ 𝑛, 𝑖 ≠ 𝑗}. 

A directed graph is connected if there is an undirected path between any pair of 
vertices, and strongly connected if there is a directed path between every pair of vertices. A 
directed tree is a simple, directed, connected and acyclic graph. 
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Let 𝐺 = (𝑉, 𝐸) be a digraph with 𝑛 vertices. The adjacency matrix 𝐴 = 𝐴(𝐺) of the 
graph 𝐺 is defined such that its (𝑖, 𝑗)-entry is equal to 1 if 𝑣௜𝑣௝ ∈ 𝐸 and 0 otherwise. The 

characteristic polynomial Φீ(𝜆) = |𝜆𝐼 − 𝐴| of the adjacency matrix 𝐴 of 𝐺 is called the 
characteristic polynomial of 𝐺 and the eigenvalues of 𝐴 are called the eigenvalues of 𝐺. 

Let 𝐴 be any 𝑛 by 𝑛 matrix with real entries and 𝐴் is the transpose of 𝐴. The 

(𝑖, 𝑗)entry of 𝐴𝐴்(𝐴்𝐴) of 𝐺 is equal to the number of common out-neighbours (in-
neighbours) of 𝑣௜ and 𝑣௝ . Diagonal entries of the matrix 𝐴𝐴்(𝐴்𝐴) represent outdegrees 

(indegrees) of the vertices of 𝐺 (see [19]). 
The singular values of the matrix 𝐴 are the square roots of the eigenvalues of 𝐴𝐴். 

The singular values of graph 𝐺 is the singular values of its adjacency matrix. The set of all 
singular values of a graph 𝐺 is denoted by 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺). 

Throughout this paper, graphs are assumed to be finite and without loop, multiple 
and symmetric arcs.  

 

3.  FIRST APPROACH: RESOLVENT ENERGY VIA SINGULAR VALUES 

Let 𝐺 be a simple directed graph of order 𝑛 and 𝜎ଵ ≥ ⋯ ≥ 𝜎௡ be the singular values of its 

adjacency matrix. If 𝐴 is adjacency matrix of 𝐺, then by [15], 𝜎ଵ ≤ [||𝐴||ଵ||𝐴||ஶ]ଵ/ଶ. Since 
𝐺 is simple, ||𝐴||ଵ, ||𝐴||ஶ ≤ 𝑛 − 1. Consequently, 𝜎ଵ < 𝑛. 

 
We now define the resolvent energy for digraph as follow:  
 

Definition 3.1. Let 𝐺 be a digraph on 𝑛 vertices with singular values 𝜎ଵ, … , 𝜎௡. Its resolvent 

energy is 𝐸𝑅(𝐺) = ∑௡
௜ୀଵ

ଵ

௡ିఙ೔
. 

 
Lemma 3.1. Let 𝐺 be a digraph. 𝐸𝑅(𝐺) = 1 if and only if 𝐺 has no arcs.  

 
Proof. 𝐸𝑅(𝐺) = 1 if and only if 𝜎ଵ = 𝜎ଶ = ⋯ = 𝜎௡ = 0, and this equivalent to 𝐴 = 0.   ሁ 

  
Theorem 3.1. Let 𝐺 be a connected digraph of order 𝑛 and there is at least one vertex 𝑣௝  in 

𝐺 such that 𝑑𝑒𝑔ି(𝑣௝) = 1. Let 𝐺ᇱ be a digraph obtained from 𝐺 by deleting the arc 𝑣௜𝑣௝. 

Then 𝐸𝑅(𝐺) ≥ 𝐸𝑅(𝐺ᇱ). 
 
Proof. Let 𝐴(𝐺) be the adjacency matrices of 𝐺 with singular values 𝜎ଵ ≥ 𝜎ଶ … ≥ 𝜎௡ ≥ 0 
and 𝐴(𝐺ᇱ) be the adjacency matrix of 𝐺ᇱ with singular values 𝜎ଵ

ᇱ ≥ 𝜎ଶ
ᇱ … ≥ 𝜎௡

ᇱ ≥ 0. By [16, 
Theorem 4.2], 𝜎ଵ ≥ 𝜎ଵ

ᇱ ≥ 𝜎ଶ ≥ 𝜎ଶ
ᇱ ≥ ⋯ 𝜎௡ ≥ 𝜎௡

ᇱ ≥ 0. Therefore, 𝐸𝑅(𝐺) ≥ 𝐸𝑅(𝐺ᇱ).             ሁ 
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Remark 3.1. Let 𝐺 be a connected digraph of order 𝑛 in which there is at least one vertex 
𝑣௝  such that 𝑑𝑒𝑔ା(𝑣௝) = 1. Let 𝐺ᇱ be a digraph obtained from 𝐺 by deleting 𝑣௝𝑣௜, for some 

vertex 𝑣௜. Then 𝐸𝑅(𝐺) ≥ 𝐸𝑅(𝐺ᇱ).  
 

Theorem 3.2. Let 𝐺 be a connected digraph of order 𝑛 and 𝑣௜ ∈ 𝑉(𝐺) such that 𝑑𝑒𝑔ି(𝑣௜) =

0. Define 𝐺ᇱ by adding a pendant edge 𝑣௡ାଵ𝑣௜ at the vertex 𝑣௜. Then  

 𝐸𝑅(𝐺ᇱ) = 𝐸𝑅(𝐺) +
ଵ

௡ିଵ
. 

 

Proof. By [16, Proposition 4.5], we have 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺′) = 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺) ∪ {1}, so the 
theorem holds.                                                                                                                       ሁ 

 
In the following examples, we will show that by deleting an arc, the resolvent energy 

may increase or decrease.  
 

Example 3.1. Let 𝐺 be a graph with the vertex set 𝑉 = {𝑣ଵ, … , 𝑣ଽ} and arc set  
𝐸 = {𝑣ଵ𝑣ଷ, 𝑣ଵ𝑣ଽ, 𝑣ଶ𝑣ଵ, 𝑣ଶ𝑣ଷ, 𝑣ଶ𝑣ହ, 𝑣ଶ𝑣଺, 𝑣ଶ𝑣଻, 𝑣ଷ𝑣ହ, 𝑣ଷ𝑣଺, 𝑣ଷ𝑣଼, 𝑣ଷ𝑣ଽ, 𝑣ସ𝑣ଵ, 𝑣ସ𝑣ଶ, 𝑣ସ𝑣ହ, 
           𝑣ସ𝑣଺, 𝑣ସ𝑣଻, 𝑣ହ𝑣ଶ, 𝑣ହ𝑣ଷ, 𝑣ହ𝑣଺, 𝑣ହ𝑣଻, 𝑣ହ𝑣଼, 𝑣ହ𝑣ଽ, 𝑣଺𝑣ସ, 𝑣଻𝑣ହ, 𝑣଻𝑣଺, 𝑣଻𝑣଼, 𝑣଻𝑣ଽ, 𝑣଼𝑣ସ, 

             𝑣଼𝑣ଽ, 𝑣ଽ𝑣ସ}. 
The adjacency matrix of 𝐺 is  

 𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 0 1 0 0 0 0 0 1
1 0 1 0 1 1 1 0 0
0 0 0 0 1 1 0 1 1
1 1 0 0 1 1 1 0 0
0 1 1 0 0 1 1 1 1
0 0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 1 1
0 0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

and 𝐸𝑅(𝐺) = 1.2140. If 𝐺ଵ = 𝐺\{𝑣଻𝑣଺}, then 𝐸𝑅(𝐺ଵ) = 1.2148.  
 

Example 3.2. Let 𝐺 be a graph with the vertex set 𝑉 = {𝑣ଵ, … , 𝑣ହ} and arc set  
 𝐸 = {𝑣ଵ𝑣ଶ, 𝑣ଵ𝑣ସ, 𝑣ଶ𝑣ଵ, 𝑣ଶ𝑣ଷ, 𝑣ଶ𝑣ସ, 𝑣ଶ𝑣ହ, 𝑣ଷ𝑣ଶ, 𝑣ଷ𝑣ହ, 𝑣ସ𝑣ଶ, 𝑣ସ𝑣ହ, 𝑣ହ𝑣ସ}. 

The adjacency matrix of 𝐺 is  

 𝐴 =

⎣
⎢
⎢
⎢
⎡
0 1 0 1 0
1 0 1 1 1
0 1 0 0 1
0 1 0 0 1
0 0 0 1 0⎦

⎥
⎥
⎥
⎤

 

 

and 𝐸𝑅(𝐺) = 1.3904. If 𝐺ଶ = 𝐺\{𝑣ଶ𝑣ହ}, then 𝐸𝑅(𝐺ଶ) = 1.3596.  
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3.1 RESOLVENT ENERGY OF SOME SPECIAL DIGRAPHS 

In the following, we compute the resolvent energy of some kind of directed graph, for this 
purpose we need the next theorem.  
 
Theorem 3.3. Suppose that 𝐺 is a digraph, 𝑉(𝐺) = {𝑣ଵ, … , 𝑣௡} and 𝑑𝑒𝑔ି(𝑣௜) ≤ 1, for 1 ≤

𝑖 ≤ 𝑛. Then 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺) = {ඥ𝑑𝑒𝑔ା(𝑣௜):  1 ≤ 𝑖 ≤ 𝑛}. 

 
Proof. Let 𝐴 be the adjacency matrix of 𝐺 and 𝐶 = 𝐴𝐴் . We have 𝑐௜௝ = ∑௡

௥ୀଵ 𝑎௜௥𝑎௝௥. Since 

𝑑𝑒𝑔ି(𝑣௜) ≤ 1, so  

 𝑐௜௝ = ൜
𝑑𝑒𝑔ା(𝑣௜)           𝑖 = 𝑗
0           𝑖 ≠ 𝑗

, 

which completes the proof.                                                                                                                                     ሁ 
 

Similar to the above theorem we can prove the following theorem:  
 

Theorem 3.4. Suppose that 𝐺 is a digraph, 𝑉(𝐺) = {𝑣ଵ, … , 𝑣௡} and 𝑑𝑒𝑔ା(𝑣௜) ≤ 1, for 1 ≤

𝑖 ≤ 𝑛. Then 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺) = {ඥ𝑑𝑒𝑔ି(𝑣௜):  1 ≤ 𝑖 ≤ 𝑛}. 

 

Remark 3.2. By Theorem 3.3, we have 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝑃ሬ⃗௡) = {(1)௡ିଵ, 0}. This implies that 

𝐸𝑅(𝑃ሬ⃗௡) = 1 +
ଵ

௡
. Therefore, 𝐸𝑅(𝑃ሬ⃗ଷ) > ⋯ > 𝐸𝑅(𝑃ሬ⃗௡). 

 
An out star (in star) is a directed star graph such that for every vertex 𝑣, 𝑑𝑒𝑔ି(𝑣) ≤

1 (𝑑𝑒𝑔ା(𝑣) ≤ 1).  

Remark 3.3. Let 𝑆௡ be the directed out star of order 𝑛. By Theorem 3.3, we have  

 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝑆௡) = {√𝑛 − 1, (0)௡ିଵ}, 
and so  

 𝐸𝑅(𝑆௡) =
௡ିଵ

௡
+

ଵ

௡ି√௡ିଵ
. 

Consider the function  

 𝑓(𝑥) =
௫ିଵ

௫
+

ଵ

௫ି√௫ିଵ
. 

Then we have  

 𝑓ᇱ(𝑥) =
ଵ

௫మ
−

ଵି
భ

మ
(௫ିଵ)

షభ
మ

(௫ି√௫ିଵ)మ
, 

and 𝑓(𝑥) is an increasing function on [2, ∞), which implies that 𝐸𝑅(𝑆ଷ) > ⋯ > 𝐸𝑅(𝑆௡). It 
is possible to obtain the same result for in star.  
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Remark 3.4. By Theorem 3.3, we get that  

 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐶௡) = {(1)௡}. 
So  

 𝐸𝑅(𝐶௡) =
௡

௡ିଵ
= 1 +

ଵ

௡ିଵ
. 

Then  

 𝐸𝑅(𝐶ଷ) > ⋯ > 𝐸𝑅(𝐶௡). 
 
Remark 3.5. Let 𝐾௔,௕ be the complete bipartite graph with vertex partition 𝑉 = {𝑣ଵ, … , 𝑣௔} 

and 𝑈 = {𝑢ଵ, … , 𝑢௕}. Assume that asymmetric digraph 𝐾ሬሬ⃗ ௔,௕ obtained from 𝐾௔,௕ such that 

each edge 𝑣௜𝑢௝  of 𝐾௔,௕ is changed by an arc 𝑣௜𝑢௝ . Then  

 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐾ሬሬ⃗ ௔,௕) = {√𝑎𝑏, (0)௔ା௕ିଵ}.                      (1) 

Hence,  

 𝐸𝑅(𝐾ሬሬ⃗ ௔,௕) =
ଵ

௔ା௕ି√௔௕
+

௔ା௕ିଵ

௔ା௕
.                                  (2) 

  

An out tree (in tree) of order 𝑛, denoted by 𝕋ሬሬ⃗ ௡, is a directed tree such that for every 
vertex 𝑣 of vertex set, we have 𝑑𝑒𝑔ି(𝑣) ≤ 1 (𝑑𝑒𝑔ା(𝑣) ≤ 1).  
 

Theorem 3.5. Let 𝑃ሬ⃗௡, 𝕋ሬሬ⃗ ௡ and 𝑆௡ be path, out tree and out star of order 𝑛, respectively. Then 

𝐸𝑅(𝑆௡) ≤ 𝐸𝑅(𝕋ሬሬ⃗ ௡) ≤ 𝐸𝑅(𝑃ሬ⃗௡). 

Proof. Let 𝑃ሬ⃗௡ = 𝑣ଵ𝑣ଶ. . . 𝑣௡ be the path, hence 𝑑𝑒𝑔ି(𝑣ଵ) = 0 = 𝑑𝑒𝑔ା(𝑣௡). Moreover, let 

𝕋⃖ሬሬ௡ be an out tree of order 𝑛. We construct 𝕋ሬሬ⃗ ௡ from 𝑃ሬ⃗௡. For this purpose, we cut edge 𝑣௡ିଵ𝑣௡ 

from 𝑃ሬ⃗௡ and attach it to 𝑣௜ (we choose 𝑣௜ such that the resulting tree is more similar to 𝕋ሬሬ⃗ ௡). 

We call the new tree 𝑇෨ሬ⃗ ଵ. By doing this, the vertex 𝑣௡ିଵ of outdegree equal to 1, change to a 

vertex with outdegree equal to 0, in 𝑇෨ሬ⃗ ଵ. Also the vertex 𝑣௜ of outdegree equal to 1 changes 
to vertex of outdegree equal to 2. Therefore,  

 𝐸𝑅(𝑇෨ሬ⃗ ଵ) = 𝐸𝑅(𝑃ሬ⃗௡) −
ଵ

௡ିଵ
+

ଵ

௡
−

ଵ

௡ିଵ
+

ଵ

௡ି√ଶ
 

               = 𝐸𝑅(𝑃ሬ⃗௡) −
ଶ

௡ିଵ
+

ଵ

௡
+

ଵ

௡ି√ଶ
. 

Since 
ଶ

௡ିଵ
≥

ଵ

௡
+

ଵ

௡ି√ଶ
, 𝐸𝑅(𝑃ሬ⃗௡) ≥ 𝐸𝑅(𝑇෨ሬ⃗ ଵ). Now, we cut edge 𝑣௡ିଶ𝑣௡ିଵ of 𝑇෨ሬ⃗ ଵ and attach it to 

another vertex in order to change 𝑇෨ሬ⃗ ଵ to a tree more similar to 𝕋ሬሬ⃗ ௡. We will continue this 
process and every time we change a vertex of outdegree equal to 1 to a vertex of outdegree 

equal to 0 (cut the pendant edge of 𝑇෨ሬ⃗ ௜) and also change a vertex of outdegree equal to 𝑑 to a 
vertex of outdegree equal to 𝑑 + 1 (add the cut pendent edge to a vertex). Consequently,  

 𝐸𝑅(𝑇෨ሬ⃗ ௜ାଵ) = 𝐸𝑅(𝑇෨ሬ⃗ ௜) −
ଵ

௡ିଵ
+

ଵ

௡
−

ଵ

௡ି√ௗ
+

ଵ

௡ି√ௗାଵ
. 
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Since 
ଵ

௡ିଵ
+

ଵ

௡ି√ௗ
>

ଵ

௡
+

ଵ

௡ି√ௗାଵ
, 𝐸𝑅(𝑇෨ሬ⃗ ௜) ≥ 𝐸𝑅(𝑇෨ሬ⃗ ௜ାଵ). Therefore, 𝐸𝑅(𝑃ሬ⃗௡) ≥ 𝐸𝑅(𝕋ሬሬ⃗ ௡). By 

the same argument, it can be shown that 𝐸𝑅(𝑆௡) ≤ 𝐸𝑅(𝕋ሬሬ⃗ ௡), it follows that 𝐸𝑅(𝑆௡) ≤

𝐸𝑅(𝕋ሬሬ⃗ ௡) ≤ 𝐸𝑅(𝑃ሬ⃗௡).                                                                                                               ሁ 
 
3.2 RESOLVENT ENERGY OF THE UNICYCLIC DIGRAPH 

In the sequel of this section, we denote by 𝑈ሬሬ⃗ ௠,௡ the connected unicyclic digraph with 𝑛 ≥ 3 

vertices and unique cycle of order 𝑚, where 3 ≤ 𝑚 ≤ 𝑛. We consider that the vertices in the 

cycle are 𝑣ଵ, 𝑣ଶ, … , 𝑣௠. It is clear that 𝑈ሬሬ⃗ ௠,௡ = 𝐶௠ ∪ 𝑇ሬ⃗ ଵ ∪ … ∪ 𝑇ሬ⃗ ௠, where 𝑇ሬ⃗ ௜ is a directed 

pendant tree of order 𝑡௜ hangs of 𝑣௜, 1 ≤ 𝑖 ≤ 𝑚. Hence 𝑡௜ ≥ 1 and so ∑௠
௜ୀଵ 𝑡௜ = 𝑛. Let 

𝑉(𝑇௜) = {𝑣௜ = 𝑣ଵ
௜ , 𝑣ଶ

௜ … , 𝑣௧೔

௜ }, for 1 ≤ 𝑖 ≤ 𝑚. Moreover, consider 𝐴௜ = 𝐴(𝑇௜) = [𝑎௜ೣ,೤
] to be 

the adjacency matrix of 𝑇௜. 
 

Theorem 3.6. Let 𝑈ሬሬ⃗ ௠,௡ be an unicyclic digraph such that all directed trees hang of vertices 

in the cycle are out tree (in tree). The set of singular value of 𝑈ሬሬ⃗ ௠,௡ is the square roots of 

outdegree (indegree) of all vertices.  
 

Proof. Let 𝑇௜ be an out tree, so 𝐴௜𝐴௜
் = 𝑑𝑖𝑎𝑔(𝑑𝑒𝑔ା(𝑣ଵ

௜ ), … , 𝑑𝑒𝑔ା(𝑣௧೔

௜ )), for 1 ≤ 𝑖 ≤ 𝑚, by 

Theorem 3.3. Let 𝐴 be the adjacency matrix of 𝑈ሬሬ⃗ ௠,௡. Suppose that the order of the vertices 

on rows and columns of 𝐴 are {𝑣ଵ, … , 𝑣௠, 𝑣ଶ
ଵ, … , 𝑣௧భ

ଵ , … , 𝑣ଶ
௠, … , 𝑣௧೘

௠ , }. Let  

 𝑛௜ = ∑௜
௝ୀଵ (𝑡௝ − 1),    1 ≤ 𝑖 ≤ 𝑚 − 1, 

and  
 𝑘௜ = 𝑚 + 𝑛௜ିଵ + 1,    1 ≤ 𝑖 ≤ 𝑚, 

where 𝑛଴ = 0. Then, the adjacency matrix 𝐴 is a block matrix as follows: 
 

 𝐴 =

⎣
⎢
⎢
⎢
⎡
𝐴(𝐶௠) 𝐵ଵ,ଶ … 𝐵ଵ,௠ାଵ

0 𝐵ଶ,ଶ 0 … 0

0 0 ⋱ … 0
⋮
0 … 𝐵௠ାଵ,௠ାଵ⎦

⎥
⎥
⎥
⎤

, 

 
where 𝐵ଵ,ଵ = 𝐴(𝐶௠), 𝐵ଵ,௝ is an 𝑚 by (𝑡௝ିଵ − 1) matrix with zero elements except elements 

on (𝑗 − 1)-th row, which are (𝑎௝భ,మ
, … , 𝑎௝భ,೟ೕ

), for 2 ≤ 𝑗 ≤ 𝑚 + 1, and  

 𝐵௜,௜ = (𝑎௧,௦),    𝑘௜ ≤ 𝑡, 𝑠 < 𝑘௜ାଵ. 

Let 𝐶 = 𝐴𝐴். Then, 𝐶 is a block diagonal matrix as 𝐶 = (𝐶௜,௝), for 1 ≤ 𝑖, 𝑗 ≤ 𝑚 + 1, such 

that  
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 𝐶ଵ,ଵ = 𝐵ଵ,ଵ𝐵ଵ,ଵ
் + ⋯ + 𝐵ଵ,௠ାଵ𝐵ଵ,௠ାଵ

்  

                     = 𝐴(𝐶௠)𝐴்(𝐶௠) + ቎
∑௞మିଵ

௝ୀ௞భ
𝑎ଵ,௝ 0 … 0

0 0 … 0
⋮

቏ + ⋯ 

                    +     ቎

0 … 0 0
⋮
0 … 0 ∑௡

௝ୀ௞೘
𝑎௠,௝

቏ 

        = 𝐼 + ൦

∑௧భ
௝ୀଶ 𝑎ଵ,௝ … 0

0 ⋱ 0

0 … ∑௧೘
௝ୀଶ 𝑎௠భ,ೕ

൪ 

        = 𝑑𝑖𝑎𝑔(𝑑𝑒𝑔ା(𝑣ଵ), … , 𝑑𝑒𝑔ା(𝑣௠)) 
and  

𝐶௜,௜ = ෍

௠ାଵ

௥ୀଵ

𝐵௜,௥𝐵௜,௥ = 𝐵௜,௜
ଶ  

                                        = 𝑑𝑖𝑎𝑔(𝑑𝑒𝑔ା(𝑣ଶ
௜ିଵ), … , 𝑑𝑒𝑔ା(𝑣௧೔షభ

௜ିଵ )), 

for 2 ≤ 𝑖 ≤ 𝑚 + 1.                                                                                                               ሁ 
 

Similarly, if 𝑇௜ is an in tree, for 1 ≤ 𝑖 ≤ 𝑚, then we get the same result.  
 

Remark 3.6. Let 𝐺⃗ = 𝑈ሬሬ⃗ ௠,௡ be an unicyclic digraph such that all directed trees hang of 

vertices in the cycle are out tree. Therefore, 𝐸𝑅(𝐺⃗) = ∑௡
௜ୀଵ

ଵ

௡ିௗ௘௚శ(௩೔)
. Similarly, if all 

directed trees hang of vertices in the cycle are in tree, then 𝐸𝑅(𝐺⃗) = ∑௡
௜ୀଵ

ଵ

௡ିௗ௘௚ష(௩೔)
. 

 

Lemma 3.2. Let 𝐺⃗ଵ and 𝐺⃗ଶ be unicyclic digraphs of order 𝑛 with cycle of order 𝑘, which is 

shown in the figure 1. Then 𝐸𝑅(𝐺⃗ଵ) ≤ 𝐸𝑅(𝐺⃗ଶ)  
  

   
Figure 1: Digraphs 𝐺⃗ଵ and Gሬሬ⃗ ଶ. 
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Proof. By Theorem 3.6, the singular values of 𝐺⃗ଵ and 𝐺⃗ଶ are  

 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺⃗ଵ) = {(1)௞ିଵ, √𝑛 − 𝑘 + 1, (0)௡ି௞} 
and  

 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐺⃗ଶ) = {(1)௞ିଵ, √𝑛 − 𝑘 − 1, √2, (0)௡ି௞ିଵ}. 
Then,  

 𝐸𝑅(𝐺⃗ଵ) − 𝐸𝑅(𝐺⃗ଶ) =
ଵ

௡
+

ଵ

௡ି√௡ି௞ାଵ
−

ଵ

௡ି√ଶ
−

ଵ

௡ି√௡ି௞ିଵ
≤ 0, 

which implies that 𝐸𝑅(𝐺⃗ଵ) ≤ 𝐸𝑅(𝐺⃖ଶ).                                                                                 ሁ 
  

Theorem 3.7. Let 𝐺⃗ = 𝑈ሬሬ⃗ ௠,௡ be an unicyclic digraph such that all directed trees hang of the 

vertices in the cycle are out tree. Then 𝐸𝑅(𝑈ሬሬ⃗ ௠,௡) ≤ 𝐸𝑅(𝐶௡). 

 

Proof. Let 𝐶௡ = 𝑣ଵ𝑣ଶ. . . 𝑣௡𝑣ଵ be a cycle and 𝑈ሬሬ⃗ ௠,௡ be an unicyclic digraph. Similar to the 

Theorem 3.5, we construct 𝑈ሬሬ⃗ ௠,௡ from 𝐶௡. Hence, we cut an arbitrary edge 𝑣௜𝑣௜ାଵ from 𝐶௡ 

and adjacent 𝑣௜ to 𝑣௜ାଶ. Moreover, attach the edge 𝑣௜𝑣௜ାଵ to 𝑣௞ (we choose 𝑣௞ such that the 

resulting graph is more similar to 𝑈ሬሬ⃗ ௠,௡). We call the new graph 𝐶ሚ⃗ଵ. It implies that the 

outdegree of 𝑣௜ changes from 1 to 0 and the outdegree of 𝑣௞ changes from 1 to 2. Therefore,  

 𝐸𝑅(𝐶ሚ⃗ଵ) = 𝐸𝑅(𝐶௡) −
ଵ

௡ିଵ
+

ଵ

௡
−

ଵ

௡ିଵ
+

ଵ

௡ି√ଶ
. 

Since 
ଶ

௡ିଵ
≥

ଵ

௡
+

ଵ

௡ି√ଶ
, 𝐸𝑅(𝐶௡) ≥ 𝐸𝑅(𝐶ሚ⃗ଵ). It is clear that 𝐶ሚ⃗ଵ is an unicyclic digraph. We will 

continue this process and every time we cut an edge of cyclic of graph such that the head 
vertex of it has outdegree equal to one. Then attach that edge to a vertex in order to change 

𝐶ሚ⃗௜ to an unicyclic digraph more similar to 𝑈ሬሬ⃗ ௠,௡. In addition, similar to above, we have 

𝐸𝑅(𝐶ሚ⃗௜ାଵ) = 𝐸𝑅(𝐶ሚ⃗௜) −
ଵ

௡ିଵ
+

ଵ

௡
−

ଵ

௡ି√ௗ
+

ଵ

௡ି√ௗାଵ
. Therefore, 𝐸𝑅(𝐶ሚ⃗௜) ≥ 𝐸𝑅(𝐶ሚ⃗௜ାଵ), which 

implies that 𝐸𝑅(𝐶௡) ≥ 𝐸𝑅(𝑈ሬሬ⃗ ௠,௡).                                                                                            ሁ 

 
We did a lot of tests with MATLAB 2020 about resolvent energy of unicyclic 

digraphs, finally we state the following conjecture:  
 

Conjecture 3.1. Let 𝑋⃗௡ be an unicyclic digraphs of order 𝑛 such that the cycle is from order 

three with 𝑛 − 3 vertices which have outdegree equal to one. Then 𝐸𝑅(𝑋⃗௡) ≤ 𝐸𝑅(𝑈ሬሬ⃗ ௠,௡).  
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Figure 2. Unicyclic digraph 𝑋⃗௡. 

 
3.3. RESOLVENT ENERGY OF THE BICYCLE DIGRAPH 

Suppose 𝐵ሬ⃗ ௡ to be a bicyclic digraph of order 𝑛 and 𝐾ሬሬ⃗  is a subgraph of it such that 𝐾ሬሬ⃗  is the 

unique bicyclic subdigraph of 𝐵ሬ⃗ ௡ containing no pendant vertices. In the other word, 𝐵ሬ⃗ ௡ obtain 

from 𝐾ሬሬ⃗  by attaching directed trees to some vertices of 𝐾ሬሬ⃗ . It is well known that there are three 
types of bicyclic digraphs containing no pendant vertex. 

Type 1. Let 𝐵ሬ⃗ (𝑝, 𝑞), where 𝑝, 𝑞 ≥ 3 be the bicyclic digraph obtained from two 

directed cycles 𝐶⃖௣ and 𝐶⃖௤, which have just one common vertex. 

Type 2. Let 𝐵ሬ⃗ (𝑝, 𝑙, 𝑞), where 𝑝, 𝑞 ≥ 3 be the bicyclic digraph obtained from two 

directed cycles 𝐶௣ and 𝐶௤ with one unique directed path 𝑃ሬ⃗௟ connecting 𝐶௣ and 𝐶௤. 

Type 3. Let 𝐵ሬ⃗ (𝑃௦, 𝑃௟ , 𝑃௠), where 𝑠, 𝑙, 𝑚 ≥ 3 be the bicyclic digraph obtained from 
three pairwise disjoint directed paths from a vertex 𝑥 to a vertex 𝑦, these three 
directed paths are with length 𝑠, 𝑙 and 𝑚 and are not in the same direction, for 
instance, 𝑃௦ and 𝑃௠ are from left to right and 𝑃௟ is from right to left.  

We consider that the vertices on 𝐾ሬሬ⃗  are {𝑣ଵ, … , 𝑣௧}. It is clear that  

 𝐵ሬ⃗ ௡ = 𝐾ሬሬ⃗ ∪ 𝑇ሬ⃗ ଵ ∪ … ∪ 𝑇ሬ⃗ ௧, 

where 𝑇ሬ⃗ ௜ is a directed pendant tree of order 𝑎௜ hangs of 𝑣௜, 1 ≤ 𝑖 ≤ 𝑡. Hence 𝑎௜ ≥ 1 and so 
∑௧

௜ୀଵ = 𝑛. 
 

In the following, we compute the singular values of bicyclic digraphs. We consider 
the following cases: 

Case 1: Let 𝐾ሬሬ⃗ = 𝐵ሬ⃗ (𝑝, 𝑞), |𝐾ሬሬ⃗ | = 𝑘 = 𝑝 + 𝑞 − 1 and 𝐴 be its adjacency matrix. In 
addition let 𝐶 = 𝐴𝐴், hence 𝑐௜௝ = ∑௡

௥ୀଵ 𝑎௜௥𝑎௝௥ and we have:  
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Figure 3. Bicyclic digraph 𝐵(𝑝, 𝑞). 

 
We consider the direction of both cycles are clockwise. Hence,  

 𝑐௜௝ = ൝
1           𝑖 = 𝑗 ≠ 𝑝, (𝑖, 𝑗) = (𝑝 − 1, 𝑘), (𝑘, 𝑝 − 1)
2           𝑖 = 𝑗 = 𝑝
0           𝑜. 𝑤

. 

Therefore,  
 𝑑𝑒𝑡(𝐶 − 𝜆𝐼) = (1 − 𝜆)௣ିଶ((1 − 𝜆)௤(2 − 𝜆) − (2 − 𝜆)(1 − 𝜆)௤ିଶ) 
                       = (1 − 𝜆)௣ା௤ିସ(2 − 𝜆)ଶ𝜆. 

Then 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐾ሬሬ⃗ ) = {(√2)ଶ, (1)௞ିଷ, 0}. For other cases of the direction on the 
cycles, one can see its matrix 𝐴𝐴் is similar to the above matrix, so their singular 
values are the same. 
 

Case 2: Let 𝐾ሬሬ⃗ = 𝐵ሬ⃗ (𝑝, 𝑙, 𝑞) and |𝐾ሬሬ⃗ | = 𝑘 = 𝑝 + 𝑞 + 𝑙 − 2  

      
Figure 4. Bicyclic digraph 𝐵ሬ⃗ (𝑝, 𝑙, 𝑞). 

 
Let the direction of both cycles are clockwise and the direction of the path be 

from left to right. In this case, we have  

 𝑐௜௝ = ൝
1           𝑖 = 𝑗 ≠ 1, (𝑖, 𝑗) = (𝑘 − 𝑞, 𝑘), (𝑘, 𝑘 − 𝑞)
2           𝑖 = 𝑗 = 1
0           𝑜. 𝑤
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similar to the above case, we have 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐾ሬሬ⃗ ) = {(√2)ଶ, (1)௞ିଷ, 0}. For other 
cases of the direction on the cycles and path, one can see its matrix 𝐴𝐴் is similar to 
the above matrix, so their singular values are the same. 
 

Case 3: Let 𝐾ሬሬ⃗ = 𝐵ሬ⃗ (𝑃௦, 𝑃௟, 𝑃௠), |𝐾ሬሬ⃗ | = 𝑘 = 𝑠 + 𝑙 + 𝑚 − 4 and 𝐴 be its adjacency 
matrix. In addition let 𝐶 = 𝐴𝐴், hence 𝑐௜௝ = ∑௡

௥ୀଵ 𝑎௜௥𝑎௝௥ and we have:  

  

 
Figure 5. Bicyclic digraph  𝐵(𝑃௞ , 𝑃௟ , 𝑃௠). 

 
Let top and middle paths be from left to right and the down path be from right to left.  
 

 𝑐௜௝ = ൝
1           𝑖 = 𝑗 ≠ 1, (𝑖, 𝑗) = (𝑠 − 1, 𝑘), (𝑘, 𝑠 − 1),
2 𝑖 = 𝑗 = 1,
0  𝑜. 𝑤.

 

 

Therefore, 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟(𝐾ሬሬ⃗ ) = {(√2)ଶ, (1)௞ିଷ, 0}. For other cases of the direction on the paths, 
one can see its matrix 𝐴𝐴் is similar to the above matrix, so their singular values are the 
same.  
 

Remark 3.7. Let 𝐺⃗ be a bicyclic digraph of order 𝑛 of any type, without any directed pendant 

trees, so 𝐸𝑅(𝐺⃗) =
ଶ

௡ି√ଶ
+

௡ିଷ

௡ିଵ
+

ଵ

௡
. 

 
Similar to Theorem 3.5 and 3.7, the next theorem follows.  
 

Theorem 3.8. Let 𝐵෨ሬ⃗ ௡ be a bicyclic digraphs of order 𝑛 such that all pendent directed trees 

hang of it are out tree. Also let 𝐻ሬሬ⃗ ∈ {𝐵ሬ⃗ (𝑝, 𝑞), 𝐵ሬ⃗ (𝑝, 𝑙, 𝑞), 𝐵ሬ⃗ (𝑃௦, 𝑃௟ , 𝑃௠)} be a bicyclic digraphs 

of order 𝑛. Then 𝐸𝑅(𝐵෨ሬ⃗ ௡) ≤ 𝐸𝑅(𝐻ሬሬ⃗ ).  
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4.  SECOND APPROACH: RESOLVENT ENERGY VIA EIGENVALUES 

Let 𝐺 be a simple directed graph of order 𝑛 and 𝑧ଵ, … , 𝑧௡ be the eigenvalues of its adjacency 
matrix. The spectral radius of 𝐺 is defined by 𝜌 = 𝜌(𝐺) and defined as  

 𝜌(𝐺) = max
ଵஸ௜ஸ௡

|𝑧௜|. 

Here, we introduce the resolvent energy of a digraph by the real part of its eigenvalues. First 
we recall some results.  
 
Lemma 4.1. ([21]) Let 𝐴 = (𝑎௜௝) be an 𝑛 × 𝑛 nonnegative matrix. Then  

 min
ଵஸ௜ஸ௡

∑௡
௝ୀଵ 𝑎௜௝ ≤ 𝜌(𝐴) ≤ max

ଵஸ௜ஸ௡
∑௡

௝ୀଵ 𝑎௜௝ . 

 
Corollary 4.1. Let 𝐺 be a simple digraph with 𝑛 vertices and 𝐴 = (𝑎௜௝) be its adjacency 

matrix with eigenvalues 𝑧ଵ, … , 𝑧௡. Then | ∑௡
௝ୀଵ 𝑎௜௝| < 𝑛, for 𝑖 = 1, … , 𝑛, and we have  

 |𝑧௜| ≤ 𝜌(𝐴) < 𝑛. 
 

Now we define resolvant energy for digraph as follow:  
 

Definition 4.1. Let 𝐺 be a graph on 𝑛 vertices with eigenvalues 𝑧ଵ, … , 𝑧௡. Its resolvent 
energy is  

 𝐸𝑅(𝐺) = ∑௡
௜ୀଵ

ଵ

௡ିோ௘(௭೔)
,                                  (3) 

where 𝑅𝑒(𝑧௜) denotes the real part of 𝑧௜.  
 
Since 𝐺 is a simple digraph, so by Corollary 4.1, |𝑅𝑒(𝑧௜)| < 𝑛 and hence equality 

(3) is well-defined.  
 
Definition 4.2. Let 𝐺 be a digraph with 𝑛 vertices and eigenvalues 𝑧ଵ, … , 𝑧௡. The 𝑘-th 
spectral moment of the digraph 𝐺 is defined as  

 𝑀௞ = 𝑀௞(𝐺) = ∑௡
௜ୀଵ 𝑅𝑒(𝑧௜

௞). 
  
Lemma 4.2. Let 𝐺 be a digraph. Then 𝑀௞(𝐺) is equal to the number of self-returning walks 
of length 𝑘.  

  
Proof. By [4], the sum of 𝑘-th power of all eigenvalues of a graph is equal to the number of 
self-returning walks of length 𝑘. Let 𝑧ଵ, … , 𝑧௡ be eigenvalues of the digraph 𝐺. Assume that 
𝑧ଵ, … , 𝑧௦ are complex numbers and 𝑧௦ାଵ, … , 𝑧௡ are real numbers. If 𝐺 has complex 
eigenvalues then they will always occur in complex conjugate pairs. Let 𝑧௝ = |𝑧௝|(𝑐𝑜𝑠(𝜃௝) +

𝑖  𝑠𝑖𝑛(𝜃௝)), for 𝑗 = 1, … , 𝑠. Then  
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 𝑧௝
௞ = |𝑧௝|௞(𝑐𝑜𝑠(𝑘𝜃௝) + 𝑖  𝑠𝑖𝑛(𝑘𝜃௝)),        𝑗 = 1, … , 𝑠. 

It follows that  

 ∑௡
௝ୀଵ 𝑧௝

௞ = ∑௦
௝ୀଵ 𝑧௝

௞ + ∑௡
௝ୀ௦ାଵ 𝑧௝

௞ 

 = 2 ∑
ೞ

మ

௝ୀଵ
|𝑧௝|௞𝑐𝑜𝑠(𝑘𝜃௝) + ∑௡

௝ୀ௦ାଵ 𝑧௝
௞ 

 = ∑௡
௝ୀଵ 𝑅𝑒൫𝑧௜

௞൯ = 𝑀௞(𝐺). 

This completes the proof.                                                                                                              ሁ 
 
In the following examples, we will show that by deleting an arc, the resolvent energy 

may increase, decrease or not change.  
 

Example 4.1. Let 𝐺 be a digraph with the vertex set 𝑉 = {𝑣ଵ, … , 𝑣ହ}, arc set  
 𝐸 = {𝑣ଵ𝑣ଶ, 𝑣ଵ𝑣ଷ, 𝑣ଵ𝑣ସ, 𝑣ଵ𝑣ହ, 𝑣ଶ𝑣ଵ, 𝑣ଶ𝑣ସ, 𝑣ଷ𝑣ଶ, 𝑣ଷ𝑣ସ, 𝑣ଷ𝑣ହ, 𝑣ସ𝑣ଶ, 𝑣ହ𝑣ଵ, 𝑣ହ𝑣ସ}. 

The adjacency matrix of 𝐺 is  

 𝐴 =

⎣
⎢
⎢
⎢
⎡
0 1 1 1 1
1 0 0 1 0
0 1 0 1 1
0 1 0 0 0
1 0 0 1 0⎦

⎥
⎥
⎥
⎤

 

and 𝐸𝑅(𝐺) = 1.076097. If 𝐺ଵ = 𝐺\{𝑣ହ𝑣ସ}, then 𝐸𝑅(𝐺ଵ) = 1.076491.  
 

Example 4.2. Let 𝐺 be a digraph with the vertex set 𝑉 = {𝑣ଵ, … , 𝑣ହ}, arc set  
 𝐸 = {𝑣ଵ𝑣ଶ, 𝑣ଵ𝑣ସ, 𝑣ଶ𝑣ଵ, 𝑣ଶ𝑣ଷ, 𝑣ଶ𝑣ସ, 𝑣ଶ𝑣ହ, 𝑣ଷ𝑣ଶ, 𝑣ଷ𝑣ହ, 𝑣ସ𝑣ଶ, 𝑣ସ𝑣ହ, 𝑣ହ𝑣ସ}. 

The adjacency matrix of 𝐺 is  

 𝐴 =

⎣
⎢
⎢
⎢
⎡
0 1 0 1 0
1 0 1 1 1
0 1 0 0 1
0 1 0 0 1
0 0 0 1 0⎦

⎥
⎥
⎥
⎤

 

 
and 𝐸𝑅(𝐺) = 1.087597. If 𝐺ଶ = 𝐺\{𝑣ଶ𝑣ହ}, then 𝐸𝑅(𝐺ଶ) = 1.080998.  

An out tree (in tree) of order 𝑛, denoted by 𝕋ሬሬ⃗ ௡, is a directed tree such that for every 
vertex 𝑣 of vertex set, we have 𝑑𝑒𝑔ି(𝑣) ≤ 1 (𝑑𝑒𝑔ା(𝑣) ≤ 1). Moreover, an out star (in star) 
is a directed star graph such that for every vertex 𝑣, 𝑑𝑒𝑔ି(𝑣) ≤ 1 (𝑑𝑒𝑔ା(𝑣) ≤ 1).  

Example 4.3. The resolvent energy of out star (in star) or out tree (in tree) digraphs of order 
𝑛 is equal to 1, and after deleting any edge does not change.  

The next theorem is very useful in calculating the resolvent energy of a graph.  

Theorem 4.1. Let 𝐺 be a digraph and 𝐺ଵ, … , 𝐺௞ its strong components. Then  
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 𝐸𝑅(𝐺) = ∑௞
௜ୀଵ 𝐸𝑅(𝐺௜). 

 
Proof. Since 𝐺ଵ, … , 𝐺௞ are strong components of 𝐺, Φீ(𝑥) = Φீభ

(𝑥) … Φீౡ
(𝑥), then  

 𝑆𝑝𝑒𝑐(𝐺) = ⋃௞
௜ୀଵ 𝑆𝑝𝑒𝑐(𝐺௜), 

this completes the proof.                                                                                                       ሁ 
 

Let 𝐺 be an acyclic digraph with 𝑛 vertices. Since its strong components are isolated 
vertices, so the characteristic polynomial of 𝐺 is Φீ(𝑥) = 𝑥௡, by Theorem 4.1. Therefore, 
the resolvent energy of an acyclic digraph is equal to 1. 

A linear digraph is a digraph such that every vertex has indegree and outdegree equal 
to 1. Clearly, a linear digraph consists of cycles. By the following theorem (the Coefficient 
theorem for Digraphs) we can calculate the characteristic polynomial for digraph.  

 
Theorem 4.2. [4, Theorem 1.2] Let 𝐺 be a digraph with characteristic polynomial  

 Φீ(𝑥) = 𝑥௡ + 𝑏ଵ𝑥௡ିଵ + ⋯ + 𝑏௡ିଵ𝑥 + 𝑏௡.                      (4) 
Then for 𝑘 = 1, … , 𝑛  

 𝑏௞ = ∑௅∈ℒೖ
(−1)௖௢௠௣(௅), 

where ℒ௞ is the set of all linear subdigraphs 𝐿 of 𝐺 with exactly 𝑘 vertices; 𝑐𝑜𝑚𝑝(𝐿) denotes 
the number of components of 𝐿.  

 

4.1 RESOLVENT ENERGY OF THE CYCLIC DIGRAPH 

Now we consider cyclic digraph. Let 𝐶௡ be the cycle of 𝑛 vertices. By Theorem 4.2, one can 

easily see, the characteristic polynomial of 𝐶௡ is Φ஼⃗೙
(𝑥) = 𝑥௡ − 1 and so the eigenvalues 

of 𝐶௡ are the 𝑛-th roots of unity. Therefore, the adjacency spectrum of cycle 𝐶௡ is  

 𝑆𝑝𝑒𝑐(𝐶௡) = {𝑐𝑜𝑠(
ଶ௞గ

௡
) + 𝑖  𝑠𝑖𝑛(

ଶ௞గ

௡
),    𝑘 = 0, ⋯ 𝑛 − 1},        (5) 

and the resolvent energy of 𝐶௡ is 𝐸𝑅(𝐶௡) = ∑௡ିଵ
௞ୀ଴

ଵ

௡ି௖௢௦(
మೖഏ

೙
)
. 

 In order to compare the resolvent energy of the circles and gain better view of the 
properties of resolvent energy, we have done extensive computer-assisted studies. The 
results were as follows:  
 

 

𝐸𝑅(𝐶ଷ) = 1.071429 𝐸𝑅(𝐶ଽ) = 1.006231

𝐸𝑅(𝐶ସ) = 1.033333 𝐸𝑅(𝐶ଵ଴) = 1.005038

𝐸𝑅(𝐶ହ) = 1.020642 𝐸𝑅(𝐶ଵ଴଴) = 1.000050

𝐸𝑅(𝐶଺) = 1.014186 𝐸𝑅(𝐶ଶ଴଴) = 1.000013

𝐸𝑅(𝐶଻) = 1.010363 𝐸𝑅(𝐶ଽ଴଴) = 1.000001

𝐸𝑅(𝐶଼) = 1.007905
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We did a lot of tests with MATLAB 2020, which are shown in Figure 2. The results 

show the energy resolvent of 𝐶௡ decreases with increasing 𝑛. Finally we state the following 
conjecture:  

 
Figure 4. The resolvent energy of cyclic digraph. 

 

Conjecture 4.1. The resolvent energy of 𝐶௡ decreases with increasing 𝑛, in other word  

 𝐸𝑅(𝐶ଷ) > 𝐸𝑅(𝐶ସ) > ⋯. 
 

4.2 RESOLVENT ENERGY OF THE UNICYCLIC DIGRAPH 

In the sequel of this section, we denote by 𝑈ሬሬ⃗ ௠,௡ the connected unicyclic digraph of girth 𝑚 

with 𝑛 ≥ 3 vertices and unique cycle of order 𝑚, where 3 ≤ 𝑚 ≤ 𝑛. We consider that the 
vertices in the cycle are 𝑣ଵ, 𝑣ଶ, … , 𝑣௠. It is clear that  

 𝑈ሬሬ⃗ ௠,௡ = 𝐶௠ ∪ 𝑇ሬ⃗ ଵ ∪ … ∪ 𝑇ሬ⃗ ௠, 

where 𝑇ሬ⃗ ௜ is a directed pendant tree of order 𝑎௜ hangs of 𝑣௜, 1 ≤ 𝑖 ≤ 𝑚. Hence 𝑎௜ ≥ 1 and so 
∑௠

௜ୀଵ 𝑎௜ = 𝑛.  

 
Figure 5. The unicyclic digraph of order 𝑛 and girth 𝑚. 
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Now we want to calculate the resolvent energy of 𝑈ሬሬ⃗ ௠,௡. By Theorem 4.1, we have 

the next result.  

Theorem 4.3. Let 𝐺 = 𝑈ሬሬ⃗ ௠,௡. Then  

 𝐸𝑅(𝐺) = ∑௠
௞ୀଵ

ଵ

௡ି௖௢௦(
మೖഏ

೘
)

+
∑೘

೔సభ (௔೔ିଵ)

௡
 

 = ∑௠
௞ୀଵ

ଵ

௡ି௖௢௦(
మೖഏ

೘
)

+
௡ି௠

௡
. 

 
In the following, we compare the resolvent energy of unicyclic digraphs. As you can 

see in Table 1, we show the resolvent energy of unicyclic digraph of order 𝑛 ≤ 10. 
 

Table 1. The resolvent energy of unicyclic digraph of order 𝑛 ≤ 10.  

n 𝐸𝑅(𝑈⃖ሬሬ
௡,௡) 𝐸𝑅(𝑈⃖ሬሬ

௡ିଵ,௡) 𝐸𝑅(𝑈⃖ሬሬ
௡ିଶ,௡) 𝐸𝑅(𝑈⃖ሬሬ

௡ିଷ,௡) 𝐸𝑅(𝑈⃖ሬሬ
௡ିସ,௡) 𝐸𝑅(𝑈⃖ሬሬ

௡ିହ,௡) 𝐸𝑅(𝑈⃖ሬሬ
௡ି଺,௡) 𝐸𝑅(𝑈⃖ሬሬ

௡ି଻,௡) 

3 1.071429        
4 1.033333 1.027778       

5 1.020642 1.016667 1.013636      
6 1.014186 1.011828 1.009524 1.007692     
7 1.010363 1.008883 1.007405 1.005952 1.004762    

8 1.007905 1.006917 1.005929 1.004942 1.003968 1.003951   
9 1.006231 1.005538 1.004846 1.004154 1.003462 1.002778 1.002193  

10 1.005038 1.004534 1.004030 1.003526 1.003023 1.002519 1.002020 1.001586 

 
Also we did a lot of tests with MATLAB 2020, which are shown in Figure 4. The results 

show that the resolvent energy of 𝑈ሬሬ⃗ ௠,௡ decreases with decreasing 𝑚 for the fix 𝑛. Finally we 

state the following conjecture:  

Conjecture 4.2. For a fixed 𝑛, the resolvent energy of 𝑈ሬሬ⃗ ௠,௡ decreases with decreasing 𝑚, 

in other word  

 𝐸𝑅(𝑈ሬሬ⃗ ଷ,௡) ≤ ⋯ ≤ 𝐸𝑅(𝑈ሬሬ⃗ ௡ିଵ,௡) ≤ 𝐸𝑅(𝑈ሬሬ⃗ ௡,௡).                      (6) 

 
4.3 LOWER BOUND ON RESOLVENT ENERGY OF DIRECTED CYCLE 

Now, we present a lower bound on 𝐸𝑅(𝐶௡). First, consider the following trigonometric 
identity.   

Remark 4.1. We have  

 ∑௞ିଵ
௜ୀ଴ cos(𝑎 + 𝑖𝑏) =

ୱ୧୬(
ೖ್

మ
)

ୱ୧୬(
್

మ
)

cos(𝑎 + (𝑘 − 1)
௕

ଶ
). 
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In this case, we have the following results:   
    1.  Let 𝑛 = 4𝑘, so  

 ∑௞ିଵ
௜ୀଵ cos

ସ௜గ

௡
= 0. 

 
    2.  Let 𝑛 = 4𝑘 + 2, so  

 ∑௞
௜ୀଵ cos

ସ௜గ

௡
= −1/2. 

 
    3.  Let 𝑛 = 4𝑘 + 1 or 𝑛 = 4𝑘 + 3. We have  

 ∑௞
௜ୀଵ cos

ଶ௜గ

௡
=

ଵ

ସୱ୧୬(
ഏ

మ೙
)

−
ଵ

ଶ
, 

 

 ∑௞
௜ୀଵ cos

(ଶ௜ିଵ)గ

௡
=

ଵ

ସୱ୧୬(
ഏ

మ೙
)
. 

Theorem 4.4. Let 𝐶௡ be a cycle of order 𝑛. Then  

 𝐸𝑅(𝐶௡) ≥

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

ଶ௡

௡మିଵ
+

ଶ

௡
+

௡(௡ିସ)

௡మି
భ

మ

                      𝑛 = 4𝑘,

ଶ௡

௡మିଵ
+

௡(௡ିଶ)

௡మି
భ

మ
ା

భ

೙షమ

                        𝑛 = 4𝑘 + 2,

ଵ

௡ିଵ
+

(௡ିଵ)(௡మି௡ାଵ)

௡(௡మି௡ାଶ)
                  𝑛 = 4𝑘 + 1,

ଵ

௡ିଵ
+

(௡ିଷ)(௡మିଷ௡ାଵ)

௡(௡మିଷ௡ାଶ)
                𝑛 = 4𝑘 + 3,

 

where 𝑘 is a positive integer.  
  

Proof. We consider the following two cases:   
    • Let 𝑛 be even, hence 𝑛 = 2(2𝑘 + 𝑙), where 𝑙 ∈ {0,1}. By (5), the set of real 

part of spectrum of 𝐶௡ is  

 {±1, ±(𝑐𝑜𝑠
ଶగ

௡
)(ଶ), ±(𝑐𝑜𝑠

ସగ

௡
)(ଶ), … ± (𝑐𝑜𝑠

ଶ((௞ା௟)ିଵ)గ

௡
)(ଶ), ±(𝑙  𝑐𝑜𝑠

ଶ௞గ

௡
)(ଶ)}. 

Therefore,  

 𝐸𝑅(𝐶௡) =
ଵ

௡ିଵ
+

ଵ

௡ାଵ
+ 2 ∑௞ା௟ିଵ

௜ୀଵ [
ଵ

௡ିୡ୭ୱ
మ೔ഏ

೙

+
ଵ

௡ାୡ୭ୱ
మ೔ഏ

೙

] +
ଶ(ଵି௟)

௡
 

 =
ଶ௡

௡మିଵ
+ 2 ∑௞ା௟ିଵ

௜ୀଵ
ଶ௡

௡మିୡ୭ୱమమ೔ഏ

೙

+
ଶ(ଵି௟)

௡
 

Now by the Cauchy-Schwarz inequality, we get that  

 𝐸𝑅(𝐶௡) ≥
ଶ௡

௡మିଵ
+

ସ௡(௞ା௟ିଵ)మ

௡మ(௞ା௟ିଵ)ି∑ೖశ೗షభ
೔సభ ୡ୭ୱమమ೔ഏ

೙

+
ଶ(ଵି௟)

௡
 

 =
ଶ௡

௡మିଵ
+

ସ௡(௞ା௟ିଵ)మ

௡మ(௞ା௟ିଵ)ି
భ

మ
∑ೖశ೗షభ

೔సభ (ଵାୡ୭ୱ
ర೔ഏ

೙
)

+
ଶ(ଵି௟)

௡
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 =
ଶ௡

௡మିଵ
+

ସ௡(௞ା௟ିଵ)మ

௡మ(௞ା௟ିଵ)ି
భ

మ
(௞ା௟ିଵ)ି

భ

మ
∑ೖశ೗షభ

೔సభ ୡ୭ୱ
ర೔ഏ

೙

+
ଶ(ଵି௟)

௡
. 

We denote  

 𝑀 = ∑௞ା௟ିଵ
௜ୀଵ 𝑐𝑜𝑠

ସ௜గ

௡
, 

which implies that  

 𝐸𝑅(𝐶௡) ≥
ଶ௡

௡మିଵ
+

ସ௡(௞ା௟ିଵ)మ

௡మ(௞ା௟ିଵ)ି
భ

మ
(௞ା௟ିଵ)ି

భ

మ
ெ

+
ଶ(ଵି௟)

௡
. 

On the other hand, by Remark 4.1, if 𝑙 = 0, then 𝑀 = 0, otherwise 𝑀 = −
ଵ

ଶ
 so the 

proof is complete.  
    • Let 𝑛 be odd, hence 𝑛 = 2(2𝑘 + 𝑙) + 1, where 𝑙 ∈ {0,1}. By (5), the set of real 

part of spectrum of 𝐶௡ is  

 {1, (cos
ଶగ

௡
)(ଶ), (cos

ସగ

௡
)(ଶ), … , (cos

ଶ௞గ

௡
)(ଶ)

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௞

, 

 (−cos
గ

௡
)(ଶ), (−cos

ଷగ

௡
)(ଶ), … , (−cos

(ଶ(௞ା௟)ିଵ)గ

௡
)(ଶ)

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௞ା௟

}. 

Therefore,  

 𝐸𝑅(𝐶௡) =
ଵ

௡ିଵ
+ 2 ∑௞

௜ୀଵ [
ଵ

௡ିୡ୭ୱ
మ೔ഏ

೙

+
ଵ

௡ାୡ୭ୱ
(మ೔షభ)ഏ

೙

] +
ଶ௟

௡ାୡ୭ୱ
(మೖశభ)ഏ

೙

. 

Now by the Cauchy-Schwarz inequality, we get that  

 𝐸𝑅(𝐶௡) ≥
ଵ

௡ିଵ
+

ଶ௞మ

௡௞ ∑ೖ
೔సభ ୡ୭ୱ

మ೔ഏ

೙

+
ଶ௞మ

௡௞ ∑ೖ
೔సభ ୡ୭ୱ

(మ೔షభ)ഏ

೙

. 

We denote  

 𝑋 = ∑௞
௜ୀଵ cos

ଶ௜గ

௡
,      𝑌 = ∑௞

௜ୀଵ cos
(ଶ௜ିଵ)గ

௡
. 

So  

 𝐸𝑅(𝐶௡) ≥
ଵ

௡ିଵ
+

ଶ௞మ

௡௞ି௑
+

ଶ௞మ

௡௞ା௒
. 

On the other hand, by Remark 4.1, we get that 𝑋 =
ଵ

ସୱ୧୬(
ഏ

మ೙
)

−
ଵ

ଶ
 and 𝑌 =

ଵ

ସୱ୧୬(
ഏ

మ೙
)
. 

Consequently,  

 𝐸𝑅(𝐶௡) ≥
ଵ

௡ିଵ
+

ଶ௞మ

௡௞ି
భ

ర౩౟౤(
ഏ

మ೙
)
ା

భ

మ

+
ଶ௞మ

௡௞
భ

ర౩౟౤(
ഏ

మ೙
)

 

 =
ଵ

௡ିଵ
+

ଶ௞మ(ଶ௡௞ା
భ

మ
)

௡మ௞మା
೙ೖ

మ
ା

భ

ఴ౩౟౤(
ഏ

మ೙
)
ି

భ

భల౩౟౤మ(
ഏ

మ೙
)

. 

Since sin(
గ

ଶ௡
) ≤

ଵ

ଶ
, so  

 𝐸𝑅(𝐶௡) ≥
ଵ

௡ିଵ
+

ଶ௞మ(ଶ௡௞ା
భ

మ
)

௡మ௞మା
೙ೖ

మ

. 

ሁ 
By Theorems 4.1 and 4.4, we get the next corollary. 
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Corollary 4.2. Let 𝑈ሬሬ⃗ ௠,௡ be an unicyclic graph. Then  

 𝐸𝑅(𝑈ሬሬ⃗ ௠,௡) ≥

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

ଶ௡

௡మିଵ
+

ଶ

௡
+

௡(௡ିସ)

௡మି
భ

మ

+
௡ି௠

௡
                      𝑛 = 4𝑘;

ଶ௡

௡మିଵ
+

௡(௡ିଶ)

௡మି
భ

మ
ା

భ

೙షమ

+
௡ି௠

௡
                        𝑛 = 4𝑘 + 2;

ଵ

௡ିଵ
+

(௡ିଵ)(௡మି௡ାଵ)

௡(௡మି௡ାଶ)
+

௡ି௠

௡
                  𝑛 = 4𝑘 + 1;

ଵ

௡ିଵ
+

(௡ିଷ)(௡మିଷ௡ାଵ)

௡(௡మିଷ௡ାଶ)
+

௡ି௠

௡
                𝑛 = 4𝑘 + 3,

 

where 𝑘 is a positive integer. 
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