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ABSTRACT 

We can reach by DNA microarray gene expression to such wealth of information with 

thousands of variables (genes). Analysis of this information can show genetic reasons of 

disease and tumor differences. In this study we try to reduce high-dimensional data by 

statistical method to select valuable genes with high impact as biomarkers and then classify 

ovarian tumor based on gene expression data of two patient groups. One group treated by 

standard therapies and survived, while another group didn’t be cure and die after some times. 

In the first step we used weighted voting algorithm (WVA) for selecting impressive genes to 

reduce dimension, therefore eliminate noisy data and make analysis easier and then partial 

least square – discriminante analysis (PLS-DA) and support vector machine (SVM) methods 

have been applied for classification of diminished data. Results show that classification by 

PLS-DA can distinguish two groups somewhat but SVM is more efficient and sufficient 

classification method. 

Keywords: weighted voting algorithm, support vector machine, tumor classification, ovarian 

cancer, gene expression data. 

 

1. INTRODUCTION 

In the past decades, chemometrics methods generally have been used to solve chemical 

problems. But today, there is an approach for using these methods to analysis of gene 

expression data [1-3]. DNA microarrays are capable of detecting the expression levels of 

thousand genes over a few tens of different samples simultaneously [4]. Because of such 

huge volume of data, there is an increasing attention in data mining field and extraction of 

precious and helpful information from a huge collection of data [5]. Using statistical 

method and data mining is necessary to understand the mechanism and process of human 

deceases. Human demise as cancer and tumor are because of gene expression changes, so 
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discrimination between different group of samples or between patients and healthy people 

based on their gene expression is important step to take information out. By classification 

of individual gene expression, we have a model that can predict the class of a goal sample 

with unknown class label. The enormous amount of data and small size of individuals is a 

challenge of this kind of studies, because in such immense data, arrangement is 

complicated. Also this kind of data usually contains unsuitable and redundancy information 

[6]. Furthermore, before classification, reduce of dimension is important task. By 

decreasing dimension and select some genes through whole, we can use selected genes as 

biomarker to forecast deceases. Researchers introduce many methods for classification and 

selecting best features. For example, Sarhan developed a method based on artificial neutral 

network (ANN) and discrete cosine transforms (DCT) [7]. Zheng et al. proposed 

independent component analysis (ICA) method coupled by sequential floating forward 

selection (SFFS) technique [8]. Literatures also referred to PLS-DA frequently [9-11]. 

Furey et al. offered SVM method for classification of gene expression [2]. Other methods 

that have been used are radial basis function neural network [12] logistic discrimination and 

quadratic discriminante analysis [13]. 

Ovarian carcinoma is one of the most common type of gynecological cancers, is 

fifth reason of cancer demise in women [14]. Standard treatment in ovarian cancer patient 

is surgery followed by chemotherapy that some patient will be cured while others relapse. 

If these different patient groups could be identified before therapy, the alternative 

treatments or strategies might be used instead of standard treatments [15]. 

The data set have been used in this study is microarray analysis results of ovarian 

cancer patients. So, studied samples are consisting of gene expressions of two groups. One 

group didn’t be cure and die after some time and another one are survived after 5 years. All 

samples are belonging to patients in stage ш ovarian adecarcinoma. We used WVA to 

reduce dimension and then classify reduced data by PLS-DA and SVM methods. 

2. METHODOLOGY 

1.1. Weighted voting algorithm (WVA) 

The first step in data analysis is valuation of genes as variables. Selecting genes with higher 

and lower expression is important task. Using these genes as prognostic factors may make 

easy identification of patients who are expected to relapse and die of the decease [15]. 

Furthermore, because of the large number of variables, recourse to conventional 

classification methods may be hard both for analytical and interpretive reasons. In this 

study we used WVA to select genes with higher and lower expression as biomarkers [16-

17]. This algorithm calculates Sx value for each genes of data set according to equation 1. 
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Sx= weighted voting value for every gene 

µc = mean of expression values in class 1 and class 2 

σc = standard deviation of expression values in class 1 and class 2 

The Sx value show how much is correlation of every genes with a particular 

distinction. Also it detects genes which have higher variance in one group but low variance 

in another one. This bias is useful for biological sample. For example, in cancer research, 

genes in normal tissue work normally and the regulation of which are strict. However, in 

tumors, genes are deregulated and levels of microarray data expressions vary widely [18]. 

After dimension reduction, the selected genes were used for classification. 

1.2. Partial Least Square – Discriminant Analysis (PLS-DA) 

PLS–DA, a special form of partial least square (PLS) modeling, aims to find the variables 

and direction in multivariate space, which discriminate the known class in training set. In 

PLS-DA, an indicator Y matrix of category variables is constructed which contains as many 

columns as there are known class in the training set. In this context, PLS-DA accomplishes 

a rotation of the projection to latent variable focusing on class separation [19]. PLS-DA 

score plot show distribution of two classes and root mean square error (RMSE) value 

reveals validity of separation. RMSE as prediction error parameter defined as below: 

 RMSE = 
n

i ii  2)ˆ(
                                                         (2) 

i  = real class for ith sample 

i̂ = predicted class for ith sample 

 n= number of sample 

It is obvious that the best parameter for RMSE is 0 when model can predict all 

classes exactly right. 

3.2. Support Vector Machine (SVM) 

The SVM algorithm originally introduced by V. Vapkin in 1998 [20]. For the first time, 

Furey et al. offered SVM method for microarray expression classification [2]. SVM 

classification is based on hyper-plan or a set of hyper-plans that separate labeled training 

data considering their classes so that the distance between them will be maximized. If in a 
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finite dimension space (linear), separation isn’t possible, a much higher dimension on 

infinite space is used in combination with kernel techniques such as linear, polynomial, 

Gaussian radial basis and exponential radial basis function. It’s clear that the hyper-plan 

which can classify the two classes of samples suitably isn’t unique. To finding the best 

hyper-plan, called optimal separating hyperplan (OSH), the concepts of margin, is 

introduced as distance of hyper-plan to nearest data point of each class (support vectors). 

There are many classifiers called hyper-plan that can separate the data, but there is only one 

that maximizes the margin [21]. Suppose problem of separating the set of training vectors 

belonging to two separate classes, 

D = {(x
1
, y

1
), …,( x

m
 ,y

m
)}, x R

n
 , y (1,-1)                                           (3) 

The hyperplan is: 

w, x + b = 0                                                                  (4) 

Where w is the normalized weight vector with the same dimension as x and b is the 

normalized bias of the hyper-plane, any hyper-plane f(x) should meet the following state: 

w, x + b  1 for yi =1                                                          (5) 

w, x + b  -1 for yi = -1                                                          (6) 

So: 

yi (w, x + b )  1                                                                   (7) 

Then, the margin between the two paralleled hyper-planes can be written as: 

Margin
w

2
                                                                    (8) 

Therefore, the structure of OSH can be transformed to the following optimizing problem: 

Maximize: 
w

2
 

Subject to: w ,x + b 1 

By solving problem and finding OSH, we can classify a new data sample s. A label 

is assigned in according to its relationship to the decision boundary, and the corresponding 

decision function is: 

f(s) = sign (w,s + b)                                                   (9) 

4.2. Dataset 

The data base resource currently available on the World Wide Web: www.ncbi.nih.gov/geo 

was a table (X-matrix) in which 56 individuals with 30000 probe sets (variables) reported. 

Each probe set contains one gene and it is also possible that one gene occupies more than 

one probe set. Individuals are belonging to two groups, 5year survivor (class 1) and dead 

(class 2) patients. If consider X as a descriptor matrix, an appropriately selected dependant 

http://www.ncbi.nih.gov/geo
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variable matrix (the dummy matrix Y) designating membership to given class. The data set 

was divided into two sets of training (38 samples) and monitoring (16 samples). The 

training set was used to develop the model. Together with the performance of the training 

set, the performance of an independent set must also monitored (monitoring set) to obstruct 

the overtraining phenomena. 

All computations and chemometrics analyses were executed with programs in 

Matlab v. 7. (The mathworks, Inc., Natick, MA, USA). Different algorithm has been 

proposed in the literature to perform SVM for classification [22-24]. The Lin’s Lib SVM v. 

2.33 algorithm was used in the present work [24]. 

2. RESULTS AND DISCUSSION 

The weighted voting algorithm makes a weighted linear combination of relevant marker or 

informative feature obtained in the data set. Fifty probe sets with lowest and fifty probe sets 

with highest value of Sx were selected as biomarkers are listed in table 1 and 2, 

respectively. To evaluate the robustness of these biomarkers, the final step is to classify the 

data set. There have been many methods for performing the classification task. We used 

PLS-DA and SVM which have been proved to be very useful and robust to classify the 

microarray gene expression data. 

Modeling by PLS-DA method was done on diminished training set. Validation of 

model was checked by monitoring set. Different preprocessing may help better 

discrimination. RMSE values with different preprocessing methods are arranged in table 3. 

In Figure 1, the result for the three latent variable normalize-PLS-DA model is shown. This 

figure shows that PLS-DA method can separate two groups somewhat but not completely. 

PLS-DA result based on original data set without any dimensional reduction in table 4 

indicates that RMSE
 
value for monitoring set is not satisfactory compare to reduce one. 

Among different supervised methods, SVM seems to be the most suitable one, because for 

the classification purpose only support vectors are needed. This means that for the 

classification a limited number of data points are used and therefore the calculation 

processes would be reduced. In the present work, among 38 samples of the training set only 

a total of 14 samples were chosen as support vectors. When it is used for classification, 

SVM can separate a given set of binary labeled training data with a hyper-plan that is 

maximally distant from them (the maximal margin hyper-plan). For the case in which no 

linear separation is possible, they can work in combination with the technique of kernels, 

which automatically realize a nonlinear mapping to a feature space. Generally, the hyper-

plan founded by SVM in a feature space corresponds to a nonlinear decision boundary in 

the original space. Linear SVM results show the 100% accuracy on training and 93% 

accuracy on monitoring set. Applying WVA-SVM on DNA microarray data can be 

considered as a powerful tool for tumor classification from gene expression data. 
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Previous study on such data set show that three genes are candidate biomarkers: 

TACC1 (transforming acidic coiled-coil containing protein 1), MUC5B (mucin 5 subtype 

B) and PRAME (preferentially expressed antigen in melanoma) [15]. The typical function 

of TACC1 is not accurately known, but observations have shown that the protein is 

concentrated at centrosomes during mitosis and may play a role in cytokinesis [25,26]. This 

gene known as a cancer related feature in literature [27-29]. MUC5B belongs to the mucin 

family of high-molecular-weight glycoproteins found in human epithelial cells. MUC5B, a 

secreted gel forming mucin, has been studied and play important role in a number of tumor 

types like breast and gastric cancer [30,31]. The function of PRAME in normal tissue is 

still unknown, but it encodes an antigen recognized by autologous cytolytic T lymphocytes 

and its expression is absent or low in normal adult tissue, except male germ cells [32].The 

effect of this gene, as cancer related gene in ovarian cancer has been verified in some 

researches [34,35]. Also abnormal expression of this gene is observed in melanoma and 

neuroblastoma cancer [35,36]. Results show Sx values for these three genes obtained by 

weighted voting algorithm are approximately in good agreement with other studies. When 

gene expression of survivor subgroup compared with remaining tumor, TACC1 and 

MUC5B are between highest Sx and PRAME is one of fifty genes with lowest Sx. Various 

genes with unknown function among the “top 100” (50 in table 1 and 50 in table 2) deserve 

high priority in future studies, that provide shortcuts in genome-based ovarian cancer 

research. 

3. CONCLUSION 

In this research, we presented WVA and SVM for feature selection and classification of 

tumor, based on microarray gene expression data. The methodological involve dimension 

reduction of high-dimensional gene expression data, followed by feature selection using 

WVA and classification by applying SVM. The results show that our method is effective 

and efficient in classifying ovarian tumor. 
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Table 1: Fifty Probe Sets with Lowest Sx. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No. Identifier Sx No. Identifier Sx 

1 ALPL -0.8387509 26 EGFL6 -0.5806355 

2 TSPYL5 -0.7305065 27 C22orf28 -0.5791292 

3 AK023883 -0.7115028 28 LUC7L3 -0.5784992 

4 
Operon oligo ID:  

300001540 
-0.6912204 29 PRAME -0.5778165 

5 C10orf46 -0.6911821 30 KLHL24 -0.5755147 

6 GPR137C -0.6905153 31 RPN2 -0.5733304 

7 ZNF250 -0.688837 32 ARID4B -0.5729077 

8 HSD17B14 -0.6707914 33 CST3 -0.5720629 

9 TMTC1 -0.6657545 34 MAPK8IP1 -0.5713276 

10 GALNT2 -0.6639226 35 HM13 -0.5698085 

11 NASP -0.6602168 36 RBM42 -0.5633995 

12 XM_499130 -0.6564458 37 AK025101 -0.5625916 

13 NRBP1 -0.6536662 38 HIST2H4A -0.5591982 

14 ASL -0.6490638 39 SERTAD3 -0.5591699 

15 TMTC1 -0.6417303 40 SEC61A1 -0.5590856 

16 EFNA4 -0.6353448 41 FLJ21369 -0.555698 

17 COL17A1 -0.6033936 42 ADAM17 -0.5539212 

18 C19orf62 -0.6029183 43 CGN -0.5528546 

19 RNF185 -0.599269 44 SNRPB -0.5528253 

20 FAM84A -0.5991216 45 COPB2 -0.5525224 

21 DNMT3A -0.5969614 46 ERH -0.5511848 

22 GPAA1 -0.5966022 47 IFIT1 -0.5480109 

23 RBMY1J -0.5936286 48 NOTCH3 -0.5475582 

24 ATP2B4 -0.5850159 49 C20orf117 -0.5474255 

25 C20orf117 -0.5840006 50 KRT6A -0.544361 
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Table 2: Fifty Probe Sets with Highest Sx. 

 

 

 

 

No. Identifier Sx No. Identifier Sx 

1 INTS10 0.77754612 26 SLC1A1 0.55741585 

2 XM_036708 0.6892122 27 KIAA0415 0.55542346 

3 
Operon oligo 

ID:  300002269 
0.68419241 28 BC012900 0.55444906 

4 CDH3 0.67859078 29 POLR3D 0.55138735 

5 TACC1 0.65699497 30 TTC18 0.55021117 

6 SPATA2L 0.65636689 31 HIC2 0.54892664 

7 
Operon oligo 

ID:  200020491 
0.6374128 32 CAPS 0.54833025 

8 APOH 0.63583484 33 ABHD14B 0.54677712 

9 FBXL21 0.63469991 34 DNAH9 0.54652939 

10 GBE1 0.63243051 35 HCN2 0.54024783 

11 MLC1 0.61475509 36 XM_496691 0.53942265 

12 PSD 0.611211 37 NUDT6 0.53650802 

13 CLU 0.61094734 38 
Operon oligo 

ID: 300002652 
0.53470338 

14 XM_379145 0.60190264 39 ANKRD18A 0.53420268 

15 WDR46 0.58562923 40 FYN 0.53414623 

16 SAMD11 0.580747 41 FAM174A 0.53145332 

17 MUC5B 0.57932012 42 UCN 0.53117405 

18 PHLDA1 0.57808495 43 GIPC3 0.53083502 

19 KIAA1462 0.57554463 44 C7orf34 0.53059775 

20 RELN 0.56497197 45 CHD9 0.52966783 

21 MRM1 0.56484086 46 NP_689472 0.52822182 

22 
Operon oligo 

ID:  200006958 
0.56451803 47 LCAT 0.5280964 

23 XM_496984 0.56330992 48 C16orf45 0.5277279 

24 TSEN2 0.55978275 49 B9D1 0.52739697 

25 NM_031306 0.55795636 50 KLHDC7A 0.52606313 
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Table 3: PLS-DA results with different preprocessing on reduced data. 

 

 

 

 

 

Table 4: PLSDA Results with Different Preprocessing on Original Data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Class 2 class 1 class 2 class 1 
 

0.37 0.35 0.15 0.15 Noun 

0.34 0.32 0.12 0.08 
Standard Normal 

Variate (SNV) 

0.39 0.35 0.10 0.13 
Orthogonal Signal 

Correction (OSC) 

0.32 0.30 0.12 0.10 Normalize 

Class 2 class 1 class 2 class 1 
 

0.56 0.51 0.11 0.12 Noun 

0.47 0.43 0.06 0.06 
Standard Normal 

Variate (SNV) 

0.46 0.43 0.05 0.05 
Orthogonal Signal 

Correction (OSC) 

0.53 0.47 0.08 0.07 Normalize 
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Figure.1: Score plot of the first three latent vectors. Training set: 5-year survivor (), dead 

(), corresponding monitoring set samples (,). 
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