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The Harary index (ܩ)ܪ of a connected graph ܩis defined as 
(ܩ)ܪ  = ∑ ଵ

ௗಸ(௨,௩)௨,௩∈௏(ீ) , where ݀ீ(ݒ,ݑ) is the distance between 
vertices ݑ and ݒ of ܩ. The Steiner distance in agraph, introduced by 
Chartrand et al. in 1989, is a natural generalization of the concept of 
classical graph distance. For a connected graph ܩ of order at least 2 
and ܵ ⊆  the Steiner distance ݀ீ(ܵ) of the vertices of ܵ is the ,(ܩ)ܸ
minimum size of a connected subgraph whose vertex set contains ܵ. 
Recently, Furtula, Gutman, and Katanić introduced the concept of 
Steiner Harary index and gave its chemical applications. The k-
center Steiner Harary index ܵܪ௞(ܩ) of ܩ is defined by ܵܪ௞(ܩ) =
∑ ଵ

ௗಸ(ௌ)ௌ⊆௏(ீ),|ௌ|ୀ௞ . In this paper, we get the sharp upper and lower 

bounds for  ܵܪ௞(ܩ) + (ܩ)௞ܪܵ ൯ andܩ௞൫ܪܵ ∙  valid for any ,(ܩ)௞ܪܵ
connected graph ܩ whose complement ܩ is also connected. 
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1. INTRODUCTION  

All graphs in this paper are assumed to be undirected, finite and simple and connected. We 
refer to [5] for graph theoretical notation and terminology not specified here. For a graph ܩ, 
let ܸ(ܩ),(ܩ)ܧ and ݁(ܩ) =  denote the set of vertices, the set of edges and the sizeof|(ܩ)ܧ|
 .respectively ,ܩ
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If ܵ is a vertex-subset of a graph ܩ, the subgraph of ܩ induced by ܵ  is denoted by 
 with one end in ܺ  and the other in ܻ. Ifܩ the set of edges of [ܻ,ܺ]ீܧ We denote by .[ܵ]ܩ
ܺ =  .[ܻ,{ݔ}]ீܧ  for  [ܻ,ݔ]ீܧ we simply write ,{ݔ}

The connectivity of a graph ܩ, written κ(ܩ), is the order of a minimum vertex-
subset ܵ ⊆ ܩ such that  (ܩ)ܸ − ܵ  is disconnected or has only one vertex. Thus, if ܩ  is 
connected, then  κ(ܩ) ≥ 1; if ܩ has cut vertices, then  κ(ܩ) = 1. 

The introduction is divided into the three subsections, in order to state the motivations 
and results of this paper. 

1.1 DISTANCE AND ITS GENERALIZATION 

Distance is one of the basic concepts of graph theory [6]. If ܩ is a connected graph and 
,ݑ ݒ ∈ ,ݑ)݀ then the distance ,(ܩ)ܸ  is the length of a shortest path ݒ andݑ between (ݒ
connecting ݑ and ݒ. 

The distance between two vertices ݑand ݒ in a connected graph ܩ also equals the 
minimum size of a connected subgraph of G containing both ݑ and ݒ. This observation 
suggests a generalization of the distance concept. The Steiner distance of a graph, 
introduced by Chartrand et al. in 1989 [8], is a natural generalization of the classical graph 
distance. For a graph (ܧ,ܸ)ܩ and a set  ܵ ⊆  of at least two vertices, an S-Steiner tree (ܩ)ܸ
or a Steiner tree connecting ܵ (or simply, an S-tree) is a subgraph ܶ(ܸ ′, E′) of ܩ that is a 
tree with ܵ ⊆ ܸ′. Then the Steiner distance ݀ீ(ܵ)  of the vertices of ܵ  (or simply the 
distance of ܵ) is the minimum size of all connected subgraphs whose vertex sets contain ܵ. 
Observe that ݀ீ(ܵ) = min{݁(ܶ)|ܵ ⊆ ܸ(ܶ)}, where ܶ  is subtree of ܩ. Furthermore, if 
ܵ =  .ݒ andݑ then ݀ீ(ܵ) coincides with the classical distance between ,{ݒ,ݑ}

Observation 1.1 Let ܩ be a connected graph of order ݊ and ݇ be an integer, 2 ≤ ݇ ≤ ݊. If 
 ܵ ⊆ |ܵ|  and  (ܩ)ܸ = ݇, then ݇ − 1 ≤ ݀ீ(ܵ) ≤ ݊ − 1. 

The average Steiner distance ߤ௞(ܩ) of a graph ܩ, introduced by Dankelmann et al. [9, 
10], is defined as the average of the Steiner distances of all k-subsets of ܸ(ܩ), i.e., 

(ܩ)௞ߤ   = ൫௡௞൯
ିଵ∑ ݀ீ(ܵ)

ௌ⊆௏(ீ)
|ௌ|ୀ௞

 .                                                      (1.1) 

Let ݊ and ݇  be integers such that 2 ≤ ݇ ≤ ݊. The Steiner k-eccentricity ݁௞(ݒ)  of a 
vertex ݒ of ܩ is defined by ݁௞(ݒ) = ܵ|(ܵ)݀}ݔܽ݉ ⊆ ,(ܩ)ܸ |ܵ| = ݇, ݒ ∈ ܵ}. The Steiner k-
radius of ܩ is ݀ܽݎݏ௞(ܩ) = min{݁௞(ݒ)|ݒ ∈  is  ܩ whereas the Steiner k-diameter of ,{(ܩ)ܸ
(ܩ)௞݉ܽ݅݀ݏ  = ݒ|(ݒ)௞݁}ݔܽ݉ ∈  of any connected graph ݒ Note that for any vertex .{(ܩ)ܸ
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(ݒ)ଶ݁ ,ܩ  = (ܩ)ଶ݀ܽݎݏ and in addition ,(ݒ)݁ = (ܩ)ଶ݉ܽ݅݀ݏ and (ܩ)݀ܽݎ =  For .(ܩ)݉ܽ݅݀
more details on Steiner distance, we refer to [3, 7, 8, 9, 10, 17, 25, 29]. 

Mao [25] obtained the following results. By ∆(ܩ) we denote the greatest degree of a 
vertex of  ܩ. 

Lemma 1.1 [25] Let ܩ be a connected graph with connected complement ܩ. If 
(ܩ)௞݉ܽ݅݀ݏ ≥ 2݇, then ݉ܽ݅݀ݏ௞(ܩ) ≤ ݇. 

Lemma 1.2 [25] Let ܩ be a connected graph of order ݊. Then ݉ܽ݅݀ݏଷ(ܩ) = 2  if and only 
if  0 ≤ (ܩ)∆ ≤ 1. 

Lemma 1.3 [25] Let ݊,݇ be integers such that 2 ≤ ݇ ≤ ݊, and let ܩ  be a connected graph 
of order ݊. If ݉ܽ݅݀ݏ௞(ܩ) = ݇ − 1, then 0 ≤ ∆൫ܩ൯ ≤ ݇ − 2. 

Lemma 1.4 [25] Let ܩ be a connected graph of order ݊ with connected complement. Let ݇  
be an integer such that 3 ≤ ݇ ≤ ݊. Let ݔ = 0  if  ݊ ≥ 2݇ − 2  and  ݔ = 1  if  ݊ < 2݇ − 2. 
Then 

(1) 2݇ − 1 − ݔ ≤ (ܩ)௞݉ܽ݅݀ݏ + (ܩ)௞݉ܽ݅݀ݏ ≤ ݊}ݔܽ݉ + ݇ − 1,4݇ − 2}; 

(2) (݇ − 1)(݇ − (ݔ ≤ (ܩ)௞݉ܽ݅݀ݏ ∙ (ܩ)௞݉ܽ݅݀ݏ ≤ ݊)݇}ݔܽ݉ − 1), (2݇ − 1)ଶ}. 

Lemma 1.5 [25] Let  ܩ  be a graph. Then ݉ܽ݅݀ݏ௡ିଵ(ܩ) = ݊ − 2 if and only if ܩ is 2-
connected. 

The following corollary is immediate from the above lemmas. 

Corollary 1.1 [28] Let ܩ and ܩ be connected graphs. If ݉ܽ݅݀ݏଷ(ܩ) ≥ 6, then 
൯ܩଷ൫݉ܽ݅݀ݏ = 3. 

1.2 WIENER INDEX AND ITS GENERALIZATION 

The Wiener index is defined as the sum of ordinary distances of all pairs of vertices of the 
underlying graph, i.e., as ܹ(ܩ) = ∑ ,ݑ)݀ (ீ)௨,௩∈௏(ݒ   and its mathematical theory is 
nowadays well elaborated. For details see the surveys [13, 34]. 

Li et al. [22] generalized the concept of Wiener index using Steiner distance, by 
defining the Steiner k-Wiener index ܵ ௞ܹ(ܩ) of the connected graph ܩ as  

ܵ ௞ܹ(ܩ) = ෍ ݀ீ(ܵ)
ௌ⊆௏(ீ)

|ௌ|ୀ௞

 . 
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However, with regard to this definition, one should bear in mind Eq. (1.1), and the 
references [9, 10]. 

For ݇ =  2, the Steiner Wiener index coincides with the ordinary Wiener index. It is 
usual to consider ܵ ௞ܹ   for 2 ≤  ݇ ≤  ݊ −  1, but the above definition implies  ܵ ଵܹ(ܩ) =
0  and  ܵ ௡ܹ(ܩ) = ݊ − 1. 

An application in chemistry of the Steiner Wiener index was reported in [18]. 
Expressions for ܵ ௞ܹ  for some special graphs were reported in [22]. Li et al. [22] also gave 
sharp upper and lower bounds on ܵ ௞ܹ , and established some of its properties in the case of 
trees. For more details on the Steiner Wiener index, we refer to [18, 22, 23, 27]. 

1.3  HARARY INDEX AND ITS GENERALIZATION 

The Harary index (ܩ)ܪ of ܩis defined by (ܩ)ܪ = ∑ ଵ
ௗಸ(௨,௩)௨,௩∈௏(ீ)  . For more details on 

the Harary index, we refer to [4, 21, 24, 33]. 

Furtula et al. [15] introduced the concept of Steiner Harary index. The Steiner Harary 
k-index or k-center Steiner Harary index ܵܪ௞(ܩ) of ܩ is defined as 

(ܩ)௞ܪܵ = ෍
1

݀ீ(ܵ)
ௌ⊆௏(ீ)

|ௌ|ୀ௞

 . 

For ݇ = 2, the above defined Steiner Harary index coincides with the ordinary Harary 
index. It is usual to consider ܵܪ௞  for 2 ≤ ݇ ≤ ݊ − 1, but the above definition 
implies ܵܪଵ(ܩ) = 0 and ܵܪ௡(ܩ) = ଵ

௡ିଵ
. 

The following results will be needed later. 

Lemma 1.6 [26] Let ܶ be a tree of order  ݊, and let ݇ be an integer such that 2 ≤ ݇ ≤ ݊. 
Then 

݊ ෍
1
ݐ ൬
ݐ − 1
݇ − 2൰ − ൬

݊ − 1
݇ − 1൰ ≤ (ܶ)௞ܪܵ

௞ିଵஸ௧ஸ௡ିଵ

≤
݇݊ − ݊ + ݇
݇ଶ(݇ − 1) ൬

݊ − 1
݇ − 1൰. 

Moreover, among all trees of order  ݊, the star  ܵ௡   maximizes the Steiner Harary k-index 
whereas the path ௡ܲ   minimizes the Steiner Harary k-index. 

Lemma 1.7 [26] Let ௡ܲ be the path of order ݊ (݊ ≥ 3), and let ݇ be an integer such that 
 2 ≤  ݇ ≤ ݊. Then 
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)௞ܪܵ ௡ܲ) = ݊    ෍
1
ݐ

௞ିଵஸ௧ஸ௡ିଵ

൬
ݐ − 1
݇ − 2൰ − ൬

݊ − 1
݇ − 1൰. 

 
2. MAIN RESULTS 

Let ݂(ܩ) be a graph invariant and ݊a positive integer, ݊ ≥ 2. The Nordhaus–Gaddum 
Problem is to determine sharp bounds for ݂(ܩ) + (ܩ)݂ and (ܩ)݂ ·  ranges over  ܩ as ,(ܩ)݂
the class of all graphs of order ݊, and to characterize the extremal graphs, i.e., graphs that 
achieve the bounds. Nordhaus–Gaddum type relations have received wide attention; see the 
recent survey [2] by Aouchiche and Hansen. 

Denote by ࣡(݊) the class of connected graphs of order ݊  whose complements are also 
connected. In the studies of Nordhaus–Gaddum–type relations it must be assumed that 
 exist. Therefore, such relations are examined in the case of Wiener and (ܩ)݂ and (ܩ)݂
Steiner Wiener indices, one must restrict the consideration to the class ࣡(݊), ݊ ≥ 2. 

Mao et al. [28] studied the Nordhaus-Gaddum type results for the Wiener index. In 
this paper, we investigate the analogous problem for the Steiner Harary index. Our basic 
idea is from [28]. 

2.1  RESULTS PERTAINING TO GENERAL ܓ 

For general ݇, we obtain the following result: 

Theorem 2.1 Let ܩ ∈ ࣡(݊) and let ݇ be an integer such that 3 ≤ ݇ ≤ ݊. Then: 

(1)  ൫௡௞൯
ଶ௞ିଶ

௠௔௫{௞(௡ିଵ),(ଶ௞ିଵ)మ}
≤ (ܩ)௞ܪܵ + ൯ܩ௞൫ܪܵ ≤

(௡ା௞ିଶ)൫೙ೖ൯
(௞ିଵ)మ

. 

(2)  ଵ
௠௔௫{௞(௡ିଵ),(ଶ௞ିଵ)మ}

൫௡௞൯
ଶ
≤ (ܩ)௞ܪܵ ∙ ൯ܩ௞൫ܪܵ ≤

ଵ
(௞ିଵ)మ

൫௡௞൯
ଶ

. 

Moreover, the lower bounds are sharp. 

Proof. Proof of part (1):  

For any ܵ ⊆ |ܵ| and  (ܩ)ܸ = ݇, from the definition of Steiner diameter, we have  ݀ீ(ܵ) +
݀ீ(ܵ) ≤ max{݊ + ݇ − 2,2݇ − 2} = ݊ + ݇ − 2. Then 
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(ܩ)௞ܪܵ + ൯ܩ௞൫ܪܵ = ෍
1

݀ீ(ܵ) + ෍
1

݀ீ(ܵ)
ௌ⊆௏൫ீ൯ௌ⊆௏(ீ)

= ෍
݀ீ(ܵ)+݀ீ(ܵ)
݀ீ(ܵ)݀ீ(ܵ)

ௌ⊆௏(ீ)

≤
(݊ + ݇ − 2)൫௡௞൯

(݇ − 1)ଶ . 

By the same reason, Lemma 1.4 implies 

(ܩ)௞ܪܵ + ൯ܩ௞൫ܪܵ = ∑ ௗಸ(ௌ)ାௗಸ(ௌ)

ௗಸ(ௌ)ௗಸ(ௌ)ௌ⊆௏(ீ) ≥ ൫௡௞൯
ଶ௞ିଶ

௠௔௫{௞(௡ିଵ),(ଶ௞ିଵ)మ}
. 

Proof of part (2): 

For any ܵᇱ ⊆ |ᇱܵ| ,(ܩ)ܸ = ݇ and any ܵᇱᇱ ⊆ |ᇱᇱܵ| ,(ܩ̅)ܸ = ݇, from the definition of Steiner 
diameter and Lemma 1.4, we have  ݀ீ(ܵᇱ) ∙ ݀ீ̅  (ܵᇱᇱ) ≤ max{݇(݊ − 1), (2݇ − 1)ଶ}. Then 

(ܩ)௞ܪܵ ⋅ ൯ܩ௞൫ܪܵ = ෍
1

݀ீ(ܵᇱ)
ௌᇲ⊆௏(ீ)

∙ ෍
1

݀ீ(ܵᇱᇱ)
ௌᇲᇲ⊆௏൫ீ൯

= ෍
1

݀ீ(ܵᇱ)
ௌᇲ⊆௏(ீ),ௌᇲᇲ⊆௏൫ீ൯

∙
1

݀ீ(ܵᇱᇱ)

≥
1

max{݇(݊ − 1), (2݇ − 1)ଶ} ቀ
݊
݇ቁ

ଶ
. 

For any ܵᇱ ⊆ |ᇱܵ| ,(ܩ)ܸ = ݇ and any ܵᇱᇱ ⊆ |ᇱᇱܵ| ,(ܩ)ܸ = ݇, from the definition of 
Steiner diameter and Lemma 1.4, we have  ݀ீ(ܵᇱ) ∙ ݀ீ(ܵᇱᇱ) ≥ (݇ − 1)ଶ. Then 

(ܩ)௞ܪܵ ⋅ ൯ܩ௞൫ܪܵ = ෍
1

݀ீ(ܵᇱ)
ௌᇲ⊆௏(ீ)

∙ ෍
1

݀ீ(ܵᇱᇱ)
ௌᇲᇲ⊆௏൫ீ൯

= ෍
1

݀ீ(ܵᇱ)
ௌᇲ⊆௏(ீ),ௌᇲᇲ⊆௏൫ீ൯

∙
1

݀ீ(ܵᇱᇱ)

≤
1

(݇ − 1)ଶ ቀ
݊
݇ቁ

ଶ
, 

as desired. 

3.  FOR SOME ܓ 

For ݇ =  ݊,݊ − 1, 3, we can improve the results in Theorem 2.1. 

3.1 THE CASE ܓ = –ܖ,ܖ ૚ 

For ݇ = ݊, the following result is immediate. 

Observation 3.1 Let ܩ ∈ ࣡(݊). Then 
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(ܩ)௡ܪܵ (1) + ൯ܩ௡൫ܪܵ = ଶ
௡ିଵ

; 

(ܩ)௡ܪܵ (2) ⋅ ൯ܩ௡൫ܪܵ = ଵ
(௡ିଵ)మ

. 

Akiyama and Harary [1] characterized the graphs for which both ܩ and ܩ are connected. 

Lemma 3.1 [1] Let ܩ be graph with ݊ vertices and maximal vertex degree  ∆(ܩ). Then 

(ܩ)ߢ = ൯ܩ൫ߢ = 1 if and only if ܩ satisfies the following conditions. 

i. (ܩ)ߢ = 1 and ∆(ܩ) = ݊ − 2; 

ii. (ܩ)ߢ = (ܩ)∆,1 ≤ ݊ − 3, and ܩ has a cut vertex ݒwith pendent edge ݒݑ, 
such that ܩ −  .contains a spanning complete bipartite subgraph  ݑ

For ݇ = ݊ − 1, we have the following result: 

Proposition 3.1 Let ܩ be a graph of order ݊  (݊ ≥ 5). 

1.  If ܩ and ܩ are both 2-connected, then ܵܪ௡ିଵ(ܩ) + ൯ܩ௡ିଵ൫ܪܵ = ଶ௡
௡ିଶ

 and 

(ܩ)௡ିଵܪܵ ⋅ ൯ܩ௡ିଵ൫ܪܵ = ௡మ

(௡ିଶ)మ
. 

2.  If (ܩ)ߢ = 1 and ܩ is 2-connected, then ܵܪ௡ିଵ(ܩ) + ൯ܩ௡ିଵ൫ܪܵ = ௣
௡ିଵ

+ ଶ௡ି௣
௡ିଶ

 

and ܵܪ௡ିଵ(ܩ) ⋅ ൯ܩ௡ିଵ൫ܪܵ = ௣௡
(௡ିଵ)(௡ିଶ)

+ ௡(௡ି௣)
(௡ିଶ)మ

 , where ݌ is the number of 

cut vertices in ܩ. 

3.  If (ܩ)ߢ = ൯ܩ൫ߢ = (ܩ)∆ ,1 ≤ ݊ − 3, and ܩ has a cut vertex ݒ  with pendent 
edge ݒݑ such that ܩ −  contains a spanning complete bipartite subgraph, and ݑ

∆൫ܩ൯ ≤ ݊ − 3 and ܩ has a cut vertex ݍ with pendent edge ݍ݌ such that ܩ −   ݌
contains a spanning complete bipartite subgraph, then ܵܪ௡ିଵ(ܩ) +

൯ܩ௡ିଵ൫ܪܵ = ଶ௡మିଶ௡ିଶ
(௡ିଵ)(௡ିଶ)

 and ܵܪ௡ିଵ(ܩ) ⋅ ൯ܩ௡ିଵ൫ܪܵ = (௡మି௡ିଵ)మ

(௡ିଵ)మ(௡ିଶ)మ
. 

4.  If  (ܩ)ߢ = ൯ܩ൫ߢ = 1, ∆൫ܩ൯ = ݊ − (ܩ)∆ ,2 ≤ ݊ − 3 and ܩ has a cut vertex ݒ 
with pendent edge ݒݑ such that ܩ −  contains a spanning complete bipartite ݑ

subgraph, then ܵܪ௡ିଵ(ܩ) + ൯ܩ௡ିଵ൫ܪܵ = ଶ௡మିଶ௡ିଶ
(௡ିଵ)(௡ିଶ)

  or  ܵܪ௡ିଵ(ܩ) +
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൯ܩ௡ିଵ൫ܪܵ = ଶ௡మିଶ௡ିଷ
(௡ିଵ)(௡ିଶ)

 and ܵܪ௡ିଵ(ܩ) ⋅ ൯ܩ௡ିଵ൫ܪܵ = (௡మି௡ିଵ)మ

(௡ିଵ)మ(௡ିଶ)మ 
  or 

(ܩ)௡ିଵܪܵ ⋅ ൯ܩ௡ିଵ൫ܪܵ = (௡మି௡ିଵ)(௡ାଵ)
(௡ିଵ)మ(௡ିଶ)

. 

5. If (ܩ)ߢ = ൯ܩ൫ߢ = (ܩ)∆ ,1 = ∆൫ܩ൯ = ݊ − 2, then ଶ(௡ାଵ)
௡ିଵ

≤ (ܩ)௡ିଵܪܵ +

൯ܩ௡ିଵ൫ܪܵ ≤
ଶ௡మିଶ௡ିଶ

(௡ିଵ)(௡ିଶ)
 and  (௡ାଵ)మ

(௡ିଵ)మ
≤ (ܩ)௡ିଵܪܵ ⋅ ൯ܩ௡ିଵ൫ܪܵ ≤

(௡మି௡ିଵ)మ

(௡ିଵ)మ(௡ିଶ)మ
. 

Proof. (1): From Lemma 1.5, if ܩ and ܩ  are both connected, then ݀ீ(ܵ) = ݊ − 2  and 

 ݀ீ(ܵ) = ݊ − 2  for any ܵ ⊆ |ܵ| and (ܩ)ܸ = ݊ − 1. Therefore,  ܵܪ௡ିଵ(ܩ) + ܩ௡ିଵܪܵ =
ଶ௡
௡ିଶ

  and ܵܪ௡ିଵ(ܩ) ⋅ ൯ܩ௡ିଵ൫ܪܵ = ௡మ

(௡ିଶ)మ
. 

(2): Since ܩ  is 2-connected, it follows that ݀ீ(ܵ) = ݊ − 2 for any ܵ ⊆ |ܵ|  and  (ܩ)ܸ =

݊ − 1, and hence  ܵܪ௡ିଵ൫ܩ൯ = ௡
௡ିଶ

. Note that  (ܩ)ߢ = 1 and there are exactly ݌  cut 

vertices in ܩ. For any ܵ ⊆ |ܵ| and (ܩ)ܸ = ݊ − 1, if the unique vertex in ܸ (ܩ) \ ܵ is a cut 
vertex, then  ݀ீ(ܵ) = ݊ − 1. If the unique vertex in ܸ (ܩ)\ ܵ is not a cut vertex, then 

݀ீ(ܵ) = ݊ − 2. Therefore, we have  ܵܪ௡ିଵ(ܩ) = ௣
௡ିଵ

+ ௡ି௣
௡ିଶ

, and hence ܵܪ௡ିଵ(ܩ) +

൯ܩ௡ିଵ൫ܪܵ = ௣
௡ିଵ

+ ଶ௡ି௣
௡ିଶ

  and ܵܪ௡ିଵ(ܩ) ⋅ ൯ܩ௡ିଵ൫ܪܵ = ௣௡
(௡ିଵ)(௡ିଶ)

+ ௡(௡ି௣)
(௡ିଶ)మ

, where ݌  is the 

number of cut vertices in ܩ. 

(3), (4), (5): We have  (ܩ)ߢ = κ൫ܩ൯ = 1. By condition (݅) of Lemma 3.1, since ∆(ܩ) =
݊ − 2, there is a vertex of degree ݊ − 2, say ݔ. Let the set of first neighbors of ݔ  be 
(ݔ)ܰீ  = ,ଵݕ} ⋯,ଶݕ {ݔ})\(ܩ)ܸ ௡ିଶ}. Letݕ, ∪ ((ݔ)ܰீ = ݔݖ Since .{ݖ} ∉  there must ,(ܩ)ܧ
exist a vertex in  ீܰ(ݔ), say ݕଵ, such that ݕݖଵ ∈ ,ݔ is connected. Since ܩ since ,(ܩ)ܧ  ଵݕ
may be the cut vertices in ܩ, it follows that there are one or two cut vertices in ܩ. So 

(ܩ)௡ିଵܪܵ = ଵ
௡ିଵ

+ ௡ିଵ
௡ିଶ

= ௡మି௡ିଵ
(௡ିଵ)(௡ିଶ)

  or ܵܪ௡ିଵ(ܩ) = ଶ
௡ିଵ

+ ௡ିଶ
௡ିଶ

= ௡ାଵ
௡ିଵ

. 

By condition (݅݅) of Lemma 3.1, since ∆(ܩ) ≤ ݊ − 3 and ܩ has a cut vertex ݒ with 
pendent edge ݒݑ such that ܩ −  contains a spanning complete bipartite subgraph, it ݑ

follows that ݒ is the unique cut vertex. So  ܵܪ௡ିଵ(ܩ) = ଵ
௡ିଵ

+ ௡ିଵ
௡ିଶ

= ௡మି௡ିଵ
(௡ିଵ)(௡ିଶ)

. From this 

argument, (3), (4), (5) are true. 

3.2 THE CASE ܓ = ૜ 

The following lemmas and corollaries will be used later. 
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Lemma 3.2 [28] Let ܶ be a tree of order ݊, and let ݇ be an integer such that 3 ≤  ݇ ≤ ݊. 
Then there exist at least (݊ − ݇ + 1) subsets of ܸ(ܶ) for which the Steiner k-distance is 
equal to ݇ − 1. 

Corollary 3.1 [28] Let ܩ be a connected graph of order ݊, and let ݇ be an integer such that 
3 ≤  ݇ ≤ ݊. Then there exist at least (݊ − ݇ + 1) subsets of ܸ(ܩ) whose Steiner k-distance 
is ݇ − 1. 

Lemma 3.3 [28] Let ܶ be a tree of order ݊, and let ݇ be an integer such that 3 ≤ ݇ ≤ ݊ −
1. Then there exist at least (݊ − ݇) subsets of ܸ(ܶ)  whose Steiner k-distance is ݇. 

In this section, we focus our attention on the case ݇ = 3. For ݇ = 3 and ݊ ≥ 10, from 

Theorem 2.1, we have ൫௡ଷ൯
ସ

ଷ(௡ିଵ)
≤ (ܩ)ଷܪܵ + ൯ܩଷ൫ܪܵ ≤

(௡ାଵ)൫೙య൯
ସ

 and ଵ
ଷ(௡ିଵ)

൫௡ଷ൯
ଶ
≤

(ܩ)ଷܪܵ ⋅ ൯ܩଷ൫ܪܵ ≤
ଵ
ସ
൫௡ଷ൯

ଶ
. 

We improve these bounds and prove the following result. 

Theorem 3.1 Let ܩ ∈ ࣡(݊) with ݊ ≥ 4. Then 

1. ହ
଺
൫௡ଷ൯ ≥ (ܩ)ଷܪܵ + ൯ܩଷ൫ܪܵ ≥

⎩
⎨

⎧
଻
ଵ଴
൫௡ଷ൯ + ଵଵ

଺଴
݊ − ଵ

ଶ
              ݂݅ ݊ = (ܩ)ଷ݉ܽ݅݀ݏ ݀݊ܽ 6,7 = 5

݊ ݎ݋                                                  = (ܩ̅)ଷ݉ܽ݅݀ݏ ݀݊ܽ 6,7 = 5
ଵ
ଶ
൫௡ିଷଷ ൯ − ∑ ௡

௜
+ ଻௡మିଶଷ௡ାଶ଴

଺
௡ିଵ
௜ୀଶ .݁ݏ݅ݓݎℎ݁ݐ݋             

 

2.   ଶହ
ଵସସ

ቂ൫௡ଷ൯
ଶቃ ≥ (ܩ)ଷܪܵ ⋅ ≤ ൯ܩଷ൫ܪܵ ቂ ଵ

௡ିଵ
൫௡ଷ൯ + (௡ିଷ)(௡ିଶ)

ଶ(௡ିଵ)
ቃ ቂଵ

ଶ
൫௡ଷ൯ −

(௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ.  

Moreover, the bounds are sharp. 

 

We first need the following lemma. 

Lemma 3.4 [28] Let ܩ be a connected graph. If ݉ܽ݅݀ݏଷ(ܩ) = 5, then ݉ܽ݅݀ݏଷ൫ܩ൯ ≤ 4. 

Lemma 3.5 Let ܩ ∈ ࣡(݊). Then 

(ܩ)ଷܪܵ + ൯ܩଷ൫ܪܵ ≤
ହ
଺
൫௡ଷ൯                                                                                        (3.1) 

(ܩ)ଷܪܵ  ⋅ ൯ܩଷ൫ܪܵ ≤
ଶହ
ଵସସ

൫௡ଷ൯
ଶ

                                                                                    (3.2) 



190                                                                                                   WANG, MAO, WANG AND WANG 

and 

(ܩ)ଷܪܵ  ⋅ ൯ܩଷ൫ܪܵ ≥ ቂ ଵ
௡ିଵ

൫௡ଷ൯ + (௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ ቂଵ
ଶ
൫௡ଷ൯ −

(௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ .             (3.3) 

Moreover, the bounds are sharp. 

Proof. (1) For any ܵ ⊆ |ܵ| and  (ܩ)ܸ = [ܵ]ܩ ,3 ≅ [ܵ]ܩ ଷ orܭ ≅ ଷܲ or ܩ[ܵ] ≅ ଶܭ ∪  ଵ orܭ
[ܵ]ܩ ≅ [ܵ]ܩ ଵ. Ifܭ3 ≅ [ܵ]ܩ ଷ orܭ ≅ ଷܲ, then ݀ீ(ܵ) = 2. If ܩ[ܵ] ≅ ଶܭ ∪ [ܵ]ܩ ଵ orܭ ≅
(ܵ)ீ݀ ଵ, thenܭ3 ≥ 3. Let ଵܵ, ܵଶ,⋯ , ܵ൫೙య൯  be all the 3-subsets of ܸ(ܩ). Without loss of 

generality, let ଵܵ, ܵଶ,⋯ , ܵ௫ be all the 3-subsets of ܸ(ܩ) such that ܩ[ ௜ܵ] ≅ ]ܩ ଷ orܭ ௜ܵ] ≅ ଷܲ, 
where 1 ≤ ݅ ≤ )ீ݀ ,Therefore .ݔ ௜ܵ) = 2 and ݀ீ( ௜ܵ) ≥ 3 for each ݅ (1 ≤ ݅ ≤  .(ݔ

Furthermore, for any ௝ܵ ݔ)  + 1 ≤ ݆ ≤ ൫௡ଷ൯), we have 

(ܩ)ଷܪܵ                                            ≤ ௫
ଶ

+ ൣ൫೙య൯ି௫൧
ଷ

= ଵ
ଷ
൫௡ଷ൯ + ௫

଺
 

൯ܩଷ൫ܪܵ                                            ≤
௫
ଷ

+ ൣ൫೙య൯ି௫൧
ଶ

= ଵ
ଶ
൫௡ଷ൯ −

௫
଺
 

                                           Sܪଷ(ܩ) ≥ ௫
ଶ

+ ൣ൫೙య൯ି௫൧
௡ିଵ

= ଵ
௡ିଵ

൫௡ଷ൯ + (௡ିଷ)௫
ଶ(௡ିଵ)

. 

and 

                                            Sܪଷ൫ܩ൯ ≥
௫

௡ିଵ
+ ൣ൫೙య൯ି௫൧

ଶ
= ଵ

ଶ
൫௡ଷ൯ −

(௡ିଷ)௫
ଶ(௡ିଵ)

. 

implying inequality (3.1). 

By Corollary 3.1, there exist at least ݊ − 2 subsets of ܸ(ܩ) whose Steiner 3-distances 

are equal to 2. The same is true for ܩ. Therefore, ݊ − 2 ≤ ݔ ≤ ൫௡ଷ൯ − ݊ + 2, and hence 

Sܪଷ(ܩ) ∙ Sܪଷ൫ܩ൯ ≤ ൤
1
3 ቀ
݊
3ቁ +

ݔ
6൨ ൤

1
2 ቀ
݊
3ቁ −

ݔ
6൨ 

                             =
1
6 ቀ
݊
3ቁ

ଶ
+
ݔ

36 ቀ
݊
3ቁ −

ଶݔ

36 

                             ≤
1

36 ൤6 ቀ
݊
3ቁ

ଶ
+

1
4 ቀ
݊
3ቁ

ଶ
൨ 

            =
25

144 ൤ቀ
݊
3ቁ

ଶ
൨ 

i.e., inequality (3.2) holds. 
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Sܪଷ(ܩ) ∙ Sܪଷ൫ܩ൯ ≥ ൤
1

݊ − 1 ቀ
݊
3ቁ +

(݊ − ݔ(3
2(݊ − 1)൨ ൤

1
2 ቀ
݊
3ቁ −

(݊ − ݔ(3
2(݊ − 1)൨    

=
1

2(݊ − 1) ቀ
݊
3ቁ

ଶ
+

(݊ − 3)ଶݔ
4(݊ − 1)ଶ ቀ

݊
3ቁ −

(݊ − 3)ଶݔଶ

4(݊ − 1)ଶ

≥ ൤
1

݊ − 1 ቀ
݊
3ቁ +

(݊ − 3)(݊ − 2)
2(݊ − 1) ൨ ൤

1
2 ቀ
݊
3ቁ −

(݊ − 3)(݊ − 2)
2(݊ − 1) ൨ 

i.e., inequality (3.3) holds. 

The sharpness of the above bounds is illustrated by the following example. 

Example 3.2 Let ܩ ≅ ସܲ. Then  ܩ ≅ ସܲ. By Lemma 1.7, ܵܪଷ(ܩ) = ൯ܩଷ൫ܪܵ = ହ
ଷ
, and 

hence Sܪଷ(ܩ) + Sܪଷ൫ܩ൯ = ଵ଴
ଷ

= ହ
଺
൫௡ଷ൯ and Sܪଷ(ܩ) ∙ Sܪଷ൫ܩ൯ = ଶହ

ଽ
= ଶହ

ଵସସ
ቂ൫௡ଷ൯

ଶቃ =

ቂ ଵ
௡ିଵ

൫௡ଷ൯ + (௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ ቂଵ
ଶ
൫௡ଷ൯ −

(௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ, which confirms that the lower and upper bounds 

are sharp. 

Let ܵ∗ be a tree obtained from a star of order ݊ − 2 and a path of length 2 by 

identifying the center of the star and a vertex of degree one in the path. Then ܵ∗ is a graph 
obtained from a clique of order ݊ − 1 by deleting an edge ݒݑ and then adding an pendent 
edge at ݒ. 

Observation 3.2 

(∗ܵ)ଷܪܵ  (1) = ଵଷ
ଵଶ
൫௡ିଷଶ ൯ + ଵ

ଷ
൫௡ିଷଷ ൯ + ଻

଺
݊ − 3; 

ଷ൫ܵ∗൯ܪܵ (2) = ସ
ଷ
൫௡ିଷଶ ൯ + ଵ

ଶ
൫௡ିଷଷ ൯ + ସ

ଷ
݊ − ଵଵ

ଷ
. 

Proof. From the structure of ܵ∗and ܵ∗, we conclude 

           Sܪଷ(ܵ∗) =  
1
4 ൬
݊ − 3

2 ൰+
1
2 ൤൬

݊ − 3
2 ൰ + (݊ − 3) + 1൨  

+
1
3 ൤൬

݊ − 3
2 ൰ + ൬

݊ − 3
3 ൰ + 2(݊ − 3)൨      

=
13
12 ൬

݊ − 3
2 ൰+

1
3 ൬
݊ − 3

3 ൰+
7
6݊ − 3 

and 
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            Sܪଷ൫ܵ∗൯ =
1
2 ൤2 ൬

݊ − 3
2 ൰+ 2(݊ − 3) + ൬

݊ − 3
3 ൰൨+

1
3 ൤൬

݊ − 3
2 ൰+ (݊ − 2)൨

=
4
3 ൬
݊ − 3

2 ൰+
1
2 ൬
݊ − 3

3 ൰ +
4
3݊ −

11
3 . 

In order to show the sharpness of the above bounds, we consider the following 
example. 

Example 3.3 Let ܵ∗ be the same tree as before. From Observation 3.2, we have 

Sܪଷ(ܵ∗) + Sܪଷ൫ܵ∗൯ =
29
12൬

݊ − 3
2 ൰ +

5
6 ൬
݊ − 3

3 ൰+
15
6 ݊ −

20
3  

and 

Sܪଷ(ܵ∗) ∙ Sܪଷ൫ܵ∗൯ =
52
36 ൬

݊ − 3
2 ൰

ଶ

+
1
6 ൬
݊ − 3

3 ൰
ଶ

+
71
72൬

݊ − 3
2 ൰ ൬

݊ − 3
3 ൰ 

                                   + ൬
27
9 ݊ −

287
36 ൰൬

݊ − 3
2 ൰+ ൬

37
36݊ −

49
18൰ ൬

݊ − 3
3 ൰ 

                                                         + ൬
4
3݊ −

11
3 ൰ ൬

7
6݊ − 3൰. 

The following lemmas are preparations for deducing an upper bound on ܵܪଷ(ܩ) +

 .൯ܩଷ൫ܪܵ

Lemma 3.6 Let ܩ be a connected graph of order ݊, and let ܶ be a spanning tree of ܩ. If 

൯ܩଷ൫݉ܽ݅݀ݏ = 3, then 

Sܪଷ(ܶ) + ଷ൫ܶ൯ܪܵ ≤ Sܪଷ(ܩ) +  .൯ܩଷ൫ܪܵ

Proof. Note that ܩ is a spanning subgraph of ܶ. It suffices to prove that 

Sܪଷ൫ܶ൯ − ൯ܩଷ൫ܪܵ ≤ Sܪଷ(ܩ) −  .(ܶ)ଷܪܵ

Since sdia݉ଷ൫ܩ൯ = 3, it follows that ݀ீ(ܵ) = 2 or ݀ீ(ܵ) = 3 for any ܵ ⊆  and  (ܩ)ܸ

|ܵ| = 3. Since ܩ is a spanning subgraph of ܶ and ݉ܽ݅݀ݏଷ൫ܩ൯ = 3, it follows that 

ଷ൫ܶ൯݉ܽ݅݀ݏ ≤ 3, and hence ்݀(ܵ) = 2  or  ்݀(ܵ) = 3  for any ܵ ⊆ ܸ(ܶ) and |ܵ| = 3. 

Then 0 ≤ ଵ
ௗ೅(ௌ)

− ଵ
ௗಸ(ௌ)

≤ ଵ
଺
. We claim that ଵ

ௗ೅(ௌ)
− ଵ

ௗಸ(ௌ)
≤ ଵ

ௗಸ(ௌ)
− ଵ

ௗ೅(ௌ)
 for ܵ ⊆ ܸ(ܶ)  and 
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 |ܵ| = 3. Because ܩ is a spanning subgraph of ܶ, ଵ
ௗಸ(ௌ)

≤ ଵ
ௗ೅(ௌ)

 for any ܵ ⊆ ܸ(ܶ) and 

|ܵ| = 3. Similarly, since ܶ is a spanning subgraph of ܩ, ଵ
ௗ೅(ௌ)

≤ ଵ
ௗಸ(ௌ)

 for any ܵ ⊆ ܸ(ܶ) and 

|ܵ| = 3. If ଵ
ௗ೅(ௌ)

− ଵ
ௗಸ(ௌ)

= 0, then ଵ
ௗ೅(ௌ)

− ଵ
ௗಸ(ௌ)

= 0 ≤ ଵ
ௗಸ(ௌ)

− ଵ
ௗ೅(ௌ)

, as desired. If  ଵ
ௗ೅(ௌ)

−

ଵ
ௗಸ(ௌ)

= ଵ
଺
, then ݀ீ(ܵ) = 3 and ்݀(ܵ) = 2, and hence  ݀ீ(ܵ) = 2 and ்݀(ܵ) ≥ 3. 

Therefore, ଵ
ௗಸ(ௌ)

− ଵ
ௗ೅(ௌ)

≥ ଵ
଺

= ଵ
ௗ೅(ௌ)

− ଵ
ௗಸ(ௌ)

, as desired. The result follows from the 

arbitrariness of ܵ and the definition of Steiner Wiener index. 

Lemma 3.7 Let ܶ be a tree of order ݊, different from the star ܵ௡. Let ܵ∗ be the tree same as 

in Observation 3.2. If ݉ܽ݅݀ݏଷ൫ܩ൯ = 3, then 

Sܪଷ( ௡ܲ) + ଷ൫ܵ∗൯ܪܵ ≤ Sܪଷ(ܶ) +  .ଷ൫ܶ൯ܪܵ

Proof. Note first that the complements of all trees, except of the star, are connected. 

Therefore, ܵܪଷ൫ܶ൯ in Lemma 3.7 is always well defined. 

By Lemma 1.6 and 1.7, Sܪଷ( ௡ܲ) ≤ ଷ൫ܵ∗൯ܪܵ ଷ(ܶ). It suffices to proveܪܵ ≤  .ଷ൫ܶ൯ܪܵ

Since ݉ܽ݅݀ݏଷ൫ܩ൯ ≤ 3, it follows that ݉ܽ݅݀ݏଷ൫ܶ൯ ≤ 3. For any ܵ ⊆ ܸ(ܶ) and |ܵ| = 3, if 
ܶ[ܵ] is not connected, then  ்݀(ܵ) = 2. If ܶ[ܵ] is connected, then ்݀(ܵ) ≥ 3. So if we 

want to obtain the minimum value of ܵܪଷ൫ܶ൯  for a tree ܶ, then we need to find as less as 

possible 3-subsets of ܸ(ܶ) whose induced subgraphs in ܶ are disconnected. Since the 

complement of  ܵ௡   is not connected, it follows that ܵ∗ is our desired. So ܵܪଷ൫ܵ∗൯ ≤

)ଷܪܵ  ଷ൫ܶ൯, and henceܪܵ ௡ܲ) + ଷ൫ܵ∗൯ܪܵ ≤ (ܶ)ଷܪܵ +  .ଷ൫ܶ൯ܪܵ

We are now in the position to complete the proof of Theorem 3.1. This will be 
achieved by combining Lemmas 3.5 and 3.8. 

Let ܩ ∈ ࣡(݊). If ݊ = 6, 7  and ݉ܽ݅݀ݏଷ(ܩ) = 5, then the validity of Theorem 3.1 can 
be verified by direct checking. 

Lemma 3.8 Let ܩ ∈ ࣡(݊). Let ݊ ≥ 8, or  ݊ ≤ 5, or ݊ = 6, 7 and ݉ܽ݅݀ݏଷ(ܩ) ≠ 5, or 

݊ = 6, 7 and ݉ܽ݅݀ݏଷ൫ܩ൯ ≠ 5. Then the lower bounds in parts (1) and (2) of Theorem 3.1 
are obeyed. Moreover, these bounds are sharp. 

Proof. We need to separately examine three cases. 
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Case 1. ݉ܽ݅݀ݏଷ(ܩ) ≥ 6 or ݉ܽ݅݀ݏଷ൫ܩ൯ ≥ 6. Without loss of generality, let ݉ܽ݅݀ݏଷ(ܩ) ≥

6. From Corollary 1.1 it is known that ݉ܽ݅݀ݏଷ൫ܩ൯ = 3, and hence ܵܪଷ(ܩ) + ൯ܩଷ൫ܪܵ ≥

)ଷܪܵ ௡ܲ) + )ଷܪܵ  ,ଷ(ܵ∗). By Lemma 1.7ܪܵ ௡ܲ) = (௡ାଵ)(௡ିଶ)
ଶ

−∑ ௡
௜

௡ିଵ
௜ୀଶ . Note that ܵ∗ is a 

graph obtained from a clique of order  ݊ − 1  by deleting an edge ݒݑ and then adding a 

pendent edge at ݒ. Then ܵܪଷ൫ܵ∗൯ = ସ
ଷ
൫௡ିଷଶ ൯ + ଵ

ଶ
൫௡ିଷଷ ൯ + ସ

ଷ
݊ − ଵଵ

ଷ
, and hence Sܪଷ(ܩ) +

൯ܩଷ൫ܪܵ ≥
(௡ାଵ)(௡ିଶ)

ଶ
−∑ ௡

௜
௡ିଵ
௜ୀଶ + ସ

ଷ
൫௡ିଷଶ ൯ + ଵ

ଶ
൫௡ିଷଷ ൯ + ସ

ଷ
݊ − ଵଵ

ଷ
 = ଵ

ଶ
൫௡ିଷଷ ൯ − ∑ ௡

௜
௡ିଵ
௜ୀଶ +

଻௡మିଶଷ௡ାଶ଴
଺

. 

Case 2. ݉ܽ݅݀ݏଷ(ܩ) = 5or݉ܽ݅݀ݏଷ൫ܩ൯ = 5. In view of Lemma 3.4, we can assume that 

(ܩ)ଷ݉ܽ݅݀ݏ = 5  and ݉ܽ݅݀ݏଷ൫ܩ൯ ≤ 4. Let  ଵܵ,ܵଶ,⋯,ܵ൫೙య൯  be all the 3-subsets of ܸ(ܩ). 

Without loss of generality, assume that ଵܵ,ܵଶ,⋯,ܵ௫   are the 3-subsets of ܸ(ܩ) for which 
]ܩ ௜ܵ] ≅ ]ܩ ଷ orܭ ௜ܵ] ≅ ଷܲ, where 1 ≤ ݅ ≤  .ݔ

For each ݅ (1 ≤ ݅ ≤ )ீ݀ ,(ݔ ௜ܵ) = 2. For any ௝ܵ (ݔ + 1 ≤ ݆ ≤ ൫௡ଷ൯), ൣܩ ௝ܵ൧ ≅ ଶܭ ∪  ଵܭ

or ൣܩ ௝ܵ൧ ≅  is connected, it follows that there exists a spanning tree, say ܶ. By ܩ ଵ. Sinceܭ3
Lemmas 3.2 and 3.3, there exist at least (݊ − 3) subsets of ܸ(ܶ) whose Steiner 3-distance 
is 3, and there exist at least (݊ − 2) subsets of ܸ(ܶ) whose Steiner 3-distance is 2. 
Therefore, there exist at least (2݊ − 5) subsets of ܸ(ܩ) whose Steiner 3-distance is at most 
3. Without loss of generality, let ݀ீ  ൫ ௝ܵ൯ = 3for ௝ܵ (ݔ + 1 ≤ ݆ ≤ 2݊ − 5). Then ݀ீ  ൫ ௝ܵ൯ ≤

5 and ݀ீ൫ ௝ܵ൯ = 2 for each j  (2n− 4 ≤ ݆ ≤ (݊3)). For each ݅ (1 ≤ ݅ ≤ )  ீ݀ ,(ݔ ௜ܵ) = 2. By 

Lemma 3.3, there exist at least (݊ − 3) subsets of V(Gഥ) whose Steiner 3-distance is 3. Then 
there exist at most ݔ − (݊ − 3) subsets of V(Gഥ) whose Steiner 3-distance is 4. If ݔ ≤ 2݊ −

5, then ܵܪଷ(ܩ) ≥ ଵ
ଶ
ݔ + ଵ

ଷ
(2݊ − 5 − (ݔ + ଵ

ହ
ቂቀ݊3ቁ − 2݊ + 5ቃ and ܵ ଷܹ൫ܩ൯ ≥

ଵ
ଷ

(݊ − 3) +
ଵ
ସ

ݔ) − ݊ + 3) + ଵ
ଶ
ቂቀ݊3ቁ − (ܩ)ଷܪቃ, and hence Sݔ + ൯ܩଷ൫ܪܵ ≥

଻
ଵ଴
ቀ݊3ቁ −

ଵ
ଵଶ
ݔ + ଻

ଶ଴
݊ − ଵଵ

ଵଶ
≥

଻
ଵ଴
ቀ݊3ቁ + ଵଵ

଺଴
݊ − ଵ

ଶ
. If ݔ ≥ 2݊ − 5, then Sܪଷ(ܩ) ≥ ଵ

ଶ
ݔ + ଵ

ହ
ቂቀ݊3ቁ − ൯ܩଷ൫ܪܵ ቃ andݔ ≥

ଵ
ଷ

(݊ − 3) + ଵ
ସ

ݔ) − ݊ + 3) + ଵ
ଶ
ቂቀ݊3ቁ − (ܩ)ଷܪቃ, and hence Sݔ + ൯ܩଷ൫ܪܵ ≥

଻
ଵ଴
ቀ݊3ቁ + ଵ

ଶ଴
ݔ +

ଵ
ଵଶ
݊ − ଵ

ସ
≥ ଻

ଵ଴
ቀ݊3ቁ + ଵଵ

଺଴
݊ − ଵ

ଶ
. 

Case 3. sdia݉ଷ(ܩ) ≤ 4  and  ݉ܽ݅݀ݏଷ(ܩ) ≤4. Let ଵܵ, ܵଶ,⋯,ܵቀ௡ଷቁ  be the 3-subsets of ܸ(ܩ). 

Without loss of generality, let ଵܵ, ܵଶ,⋯,ܵ௫  be the 3-subsets of ܸ(ܩ) for which ܩ[ ௜ܵ] ≅  ଷ orܭ
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]ܩ ௜ܵ] ≅ ଷܲ, where 1 ≤ ݅ ≤ For each ݅ (1 .ݔ ≤ ݅ ≤ )ீ݀ ,(ݔ ௜ܵ) = 2. For any ௝ܵ ݔ)  + 1 ≤ ݆ ≤

൫௡ଷ൯), ൣܩ ௝ܵ൧ ≅ ଶܭ ∪ ൣܩ ଵ orܭ ௝ܵ൧ ≅  ,is connected, there exists a spanning tree ܩ ଵ.Sinceܭ3

say ܶ. By Lemmas 3.2 and 3.3, there exist at least (݊ −  3) subsets of ܸ(ܶ) whose Steiner 
3-distance is equal to 3, and there exist at least (݊ − 2) subsets of ܸ(ܶ) whose Steiner 3-
distance is 2. Therefore, there exist at least (2݊ − 5) subsets of ܸ(ܩ) whose Steiner 3-
distance is at most 3. Without loss of generality, let ݀ீ  ൫ ௝ܵ൯ = 3 for ௝ܵ (ݔ + 1 ≤ ݆ ≤ 2݊ −

5). Then ݀ீ  ൫ ௝ܵ൯ ≤ 4 and ݀ீ൫ ௝ܵ൯ = 2 for each  ݆ ൬2݊ − 4 ≤ ݆ ≤ ቀ݊3ቁ൰.  For each ݅ (1 ≤

݅ ≤ )  ீ݀ ,(ݔ ௜ܵ) = 2. By Lemma 3.3, there exist at least (݊ − 3) subsets of ܸ(ܩ) whose 

Steiner 3-distance in ܩ is 3. Then there exist at most ݔ − (݊ − 3) subsets of ܸ൫ܩ൯ whose 

Steiner 3-distance in ܩ is 4. If ݔ ≤ 2݊ − 5, then ܵܪଷ(ܩ) ≥ ଵ
ଶ
ݔ + ଵ

ଷ
(2݊ − 5− (ݔ +

ଵ
ସ
ቂቀ݊3ቁ − 2݊ + 5ቃ and ܵܪଷ൫ܩ൯ ≥

ଵ
ଷ

(݊ − 3) + ଵ
ସ

ݔ) − ݊ + 3) + ଵ
ଶ
ቂቀ݊3ቁ −  ቃ. Thusݔ

Sܪଷ(ܩ) + ൯ܩଷ൫ܪܵ ≥
3
4 ቀ
݊
3ቁ −

1
ݔ12 +

1
4݊ −

2
3 ≥

3
4 ቀ
݊
3ቁ +

1
12݊ −

3
12 . 

If ݔ ≥ 2݊ − 5, then ܵܪଷ(ܩ) ≥ ଵ
ଶ
ݔ + ଵ

ସ
ቂቀ݊3ቁ − ൯ܩଷ൫ܪܵ ቃ andݔ ≥

ଵ
ଷ

(݊ − 3) + ଵ
ସ

ݔ) − ݊ +

3) + ଵ
ଶ
ቂቀ݊3ቁ − (ܩ)ଷܪቃ. Thus Sݔ + ൯ܩଷ൫ܪܵ ≥

ଷ
ସ
ቀ݊3ቁ + ଵ

ଵଶ
݊ − ଷ

ଵଶ
. 

For ݊ ≥ 6, one can check that ଵ
ଶ
൫௡ିଷଷ ൯ − ∑ ௡

௜
+ ଻௡మିଶଷ௡ାଶ଴

଺
௡ିଵ
௜ୀଶ ≤ ଷ

ସ
൫௡ଷ൯ + ଵ

ଵଶ
݊ − ଷ

ଵଶ
 and 

 ଻
ଵ଴
൫௡ଷ൯ + ଵଵ

଺଴
݊ − ଵ

ଶ
≤ ଷ

ସ
൫௡ଷ൯ + ଵ

ଵଶ
݊ − ଷ

ଵଶ
. So we only need to consider the lower bounds in 

Cases 1 and 2. 

From the above argument, we conclude the following: 

1. For ݊ ≥ 8, ଵ
ଶ
൫௡ିଷଷ ൯ − ∑ ௡

௜
+ ଻௡మିଶଷ௡ାଶ଴

଺
௡ିଵ
௜ୀଶ ≤ ଻

ଵ଴
൫௡ଷ൯ + ଵଵ

଺଴
݊ − ଵ

ଶ
 and ܵܪଷ(ܩ) +

൯ܩଷ൫ܪܵ ≥
ଵ
ଶ
ቀ݊ − 3

3 ቁ − ∑ ௡
௜

+ ଻௡మିଶଷ௡ାଶ଴
଺

௡ିଵ
௜ୀଶ . 

2.  For ݊ ≤ 5, the lower bound in Case 2 does not exist. Then Sܪଷ(ܩ) +

൯ܩଷ൫ܪܵ ≥
ଵ
ଶ
ቀ݊ − 3

3 ቁ − ∑ ௡
௜

+ ଻௡మିଶଷ௡ାଶ଴
଺

௡ିଵ
௜ୀଶ . 

3.  If ݊ = 6, 7, sdia݉ଷ(ܩ) ≠ 5, and sdia݉ଷ൫ܩ൯ ≠ 5, then Sܪଷ(ܩ) + ൯ܩଷ൫ܪܵ ≥
ଵ
ଶ
ቀ݊ − 3

3 ቁ − ∑ ௡
௜

+ ଻௡మିଶଷ௡ାଶ଴
଺

௡ିଵ
௜ୀଶ . 
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4.  If ݊ = 6, 7 and sdia݉ଷ(ܩ) = 5, or ݊ = 6, 7 and sdiamଷ൫ܩ൯ = 5, then 

Sܪଷ(ܩ) + ൯ܩଷ൫ܪܵ ≥
7

10 ቀ
݊
3ቁ +

11
60݊ −

1
2 . 

This completes the proof. 

In order to demonstrate the sharpness of the above bounds, we point out the following 
example. 

Example 3.4 Let ܩ ≅ ସܲ. Then ܩ ≅ ସܲ. By Lemma 1.1, Sܪଷ(ܩ) = ൯ܩଷ൫ܪܵ = ହ
ଷ
 , and 

hence Sܪଷ(ܩ) + ൯ܩଷ൫ܪܵ = ଵ଴
ଷ

= ଵ
ଶ
൫௡ିଷଷ ൯ − ∑ ௡

௜
+ ଻௡మିଶଷ௡ାଶ଴

଺
௡ିଵ
௜ୀଶ  and Sܪଷ(ܩ) ∙ ൯ܩଷ൫ܪܵ =

ଶହ
ଽ

= ቂ ଵ
௡ିଵ

൫௡ଷ൯ + (௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ ቂଵ
ଶ
൫௡ଷ൯ −

(௡ିଷ)(௡ିଶ)
ଶ(௡ିଵ)

ቃ, which implies that the upper and lower 

bounds are sharp. 

Acknowledgment. The authors are very grateful to the referees for their valuable 
comments and suggestions, which improved the presentation of this paper. This work was 
supported by the National Science Foundation of China (Nos. 11601254, 11551001, 
11161037, 11461054) and the Science Found of Qinghai Province (Nos. 2016-ZJ-948Q, 
and 2014-ZJ-907). 

 

REFERENCES 

1. J. Akiyama, F. Harary, A graph and its complement with specified properties, Int. 
J. Math. Math. Sci. 2 (1979) 223–228. 

2.  M. Aouchiche, P. Hansen, A survey of Nordhaus–Gaddum type relations, Discrete 
Appl. Math. 161 (2013) 466–546. 

3.  P. Ali, P. Dankelmann, S. Mukwembi, Upper bounds on the Steiner diameter of a 
graph, Discrete Appl. Math. 160 (2012) 1845–1850. 

4.  A. T. Balaban, The Harary index of a graph, MATCH Commun. Math. Comput. 
Chem. 75 (2016) 243–245. 

5.  J. A. Bondy, U. S. R. Murty, Graph Theory, Springer, 2008. 

6.  F. Buckley, F. Harary, Distance in Graphs, Addison–Wesley, Redwood, 1990. 



Computing Szeged Index of Graphs on Triples                                                                      197 

7.  J. Cáceresa, A. Márquezb, M. L. Puertasa, Steiner distance and convexity in 
graphs, Eur. J. Combin. 29 (2008) 726–736. 

8.  G. Chartrand, O. R. Oellermann, S. Tian, H. B. Zou, Steiner distance in graphs, 
Časopis Pest. Mat. 114 (1989) 399–410. 

9.  P. Dankelmann, O. R. Oellermann, H. C. Swart, The average Steiner distance of a 
graph, J. Graph Theory 22 (1996) 15–22. 

10.  P. Dankelmann, H. C. Swart, O. R. Oellermann, On the average Steiner distance of 
graphs with prescribed properties, Discrete Appl. Math. 79 (1997) 91–103. 

11.  P. Dankelmann, R. Entringer, Average distance, minimum degree, and spanning 
trees, J. Graph Theory 33 (2000) 1–13. 

12.  P. Dankelmann, O. R. Oellermann, H. C. Swart, The average Steiner distance of a 
graph, J. Graph Theory 22 (1996) 15–22. 

13.  A. Dobrynin, R. Entringer, I. Gutman, Wiener index of trees: theory and 
application, Acta Appl. Math. 66 (2001) 211–249. 

14.  R. C. Entringer, D. E. Jackson, D. A. Snyder, Distance in graphs, Czech. Math. J. 
26 (1976), 283–296. 

15.  B. Furtula, I. Gutman, V. Katanić, Three-center Harary index and its applications, 
Iranian J. Math. Chem. 7 (1) (2016) 61–68. 

16.  M. R. Garey, D. S. Johnson, Computers and Intractability – A Guide to the Theory 
of NP−Completeness, Freeman, San Francisco, 1979, pp. 208–209. 

17.  W. Goddard, O. R. Oellermann, Distance in graphs, in: M. Dehmer (Ed.), 
Structural Analysis of Complex Networks, Birkhäuser, Dordrecht, 2011, pp. 49–72. 

18.  I. Gutman, B. Furtula, X. Li, Multicenter Wiener indices and their applications, J. 
Serb. Chem. Soc. 80 (2015) 1009–1017. 

19.  I. Gutman, S. Klavžar, B. Mohar (Eds.), Fifty years of the Wiener index, MATCH 
Commun. Math. Comput. Chem. 35 (1997) 1–159. 

20.  I. Gutman, O. E. Polansky, Mathematical Concepts in Organic Chemistry, 
Springer, Berlin, 1986. 

21.  X. Li, Y. Fan, The connectivity and the Harary index of a graph, Discrete Appl. 
Math. 181 (2015) 167–173. 

22.  X. Li, Y. Mao, I. Gutman, The Steiner Wiener index of a graph, Discuss. Math. 
Graph Theory 36 (2) (2016) 455–465. 



198                                                                                                   WANG, MAO, WANG AND WANG 

23.  X. Li, Y. Mao, I. Gutman, Inverse problem on the Steiner Wiener index, Discuss. 
Math. Graph Theory, in press. 

24.  B. Lučić, A. Miličević, S. Nikolić, N. Trinajstić, Harary index-twelve years later, 
Croat. Chem. Acta 75 (2002) 847–868. 

25.  Y. Mao, The Steiner diameter of a graph, Bull. Iranian Math. Soc. 43 (2) (2017) 
439−454. 

26.  Y. Mao, Steiner Harary index, Kragujevac J. Math. 42 (1) (2018) 29−39. 

27.  Y. Mao, Z. Wang, I. Gutman, Steiner Wiener index of graph products, Trans. 
Combin. 5 (3) (2016) 39–50. 

28. Y. Mao, Z. Wang, I. Gutman, H. Li, Nordhaus-Gaddum-type results for the Steiner 
Wiener index of graphs, Discrete Appl. Math. 219 (2017) 167−175. 

29. O. R. Oellermann, S. Tian, Steiner centers in graphs, J. Graph Theory 14 (1990) 
585–597. 

30.  D. H. Rouvray, Harry in the limelight: The life and times of Harry Wiener, in: D. 
H. Rouvray, R. B. King (Eds.), Topology in Chemistry — Discrete Mathematics of 
Molecules, Horwood, Chichester, 2002, pp. 1–15. 

31.  D. H. Rouvray, The rich legacy of half century of the Wiener index, in: D. H. 
Rouvray, R. B. King (Eds.), Topology in Chemistry — Discrete Mathematics of 
Molecules, Horwood, Chichester, 2002, pp. 16–37. 

32.  H. Wiener, Structural determination of paraffin boiling points, J. Am. Chem. Soc. 
69 (1947) 17–20. 

33.  K. Xu, K. C. Das, N. Trinajstić, The Harary Index of a Graph, Springer, 
Heidelberg, 2015. 

34.  K. Xu, M. Liu, K. C. Das, I. Gutman, B. Furtula, A survey on graphs extremal 
with respect to distance–based topological indices, MATCH Commun. Math. 
Comput. Chem.71 (2014) 461–508. 


