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The Gutman index, Schultz index, multiplicative degree-Kirchhoff 
index, additive degree-Kirchhoff index are four well-studied 
topological indices, which are useful tools in QSPR and QSAR 
investigations. Spiro compounds are an important class of 
cycloalkanes in organic chemistry. In this paper, we determine the 
expected values of these indices in the random spiro chains, and the 
extremal values among all spiro chains with ݊ hexagons. 
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1. INTRODUCTION  

Throughout this paper, all graphs we considered are finite, undirected, and simple. Let 
ܩ = ݊ be a connected graph with (ܧ,ܸ) = |ܸ| vertices and ݉ =  edges. For a vertex |ܧ|
ݒ ∈  is the number of vertices ,((ݑ)݀ short for) (ݑ)ீ݀ denote by ,ݑ the degree of ,(ܩ)ܸ 
which are adjacent to ݑ. The distance ݀(ݑ,  ݑ is the length of a shortest path between ,(ݒ
and ݒ. The resistance distance ݑ)ݎ,  Denote .ݒ and ݑ is the effective resistance between ,(ݒ
(ܩ|ݑ)݀ = ∑ ,ݑ)݀ (ீ)௩∈(ݒ  and (ܩ|ݑ)ݎ = ∑ (ீ)௩∈.(ݒ,ݑ)ݎ Other notations and 
terminologies not defined here will conform to those in [1]. 

Topological indices are the graph invariants used in theoretical chemistry to encode 
molecules for the design of chemical compounds with given physicochemical properties or 
given pharmacological and biological activities [2]. 
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Among all the topological indices, the most well-known is the Wiener index [4], 
which is defined as ܹ(ܩ) = ∑ ,ݑ)ீ݀ (ீ)⊇{௨,௩}(ݒ . As a weighted version of the Wiener 
index, Gutman index and Schultz index [5] was proposed as 

(ܩ)ݐݑܩ = ∑ ,ݑ)ீ݀((ݒ)ீ݀(ݑ)ீ݀) (ீ)⊇{௨,௩}(ݒ , 
(ܩ)ܵ = ∑ (ݑ)ீ݀) + ,ݑ)ீ݀((ݒ)ீ݀ (ீ)⊇{௨,௩}(ݒ . 

Similarly, if the distance is replaced by resistance distance in the expression for the 
Gutman index and Schultz index, respectively, then one arrives the multiplicative degree-
Kirchhoff index and additive degree-Kirchhoff index. 

The multiplicative degree-Kirchhoff index was proposed by Chen et al. in [6], and 
defined as 

(ܩ)∗݂ܭ = ∑ ݎீ((ݒ)ீ݀(ݑ)ீ݀) (ீ)⊇{௨,௩}(ݒ,ݑ) , 
where ீݎ ,ݑ) (ݒ  is the resistance distance between vertex ݑ  and ݒ  in ܩ . Gutman et al. 
defined in [7] the additive degree-Kirchhoff index as 

(ܩ)ା݂ܭ = ∑ (ݑ)ீ݀) + ݎீ((ݒ)ீ݀ ,ݑ) (ீ)⊇{௨,௩}(ݒ . 

The research on the topological indices of some special chemical chains and their 
application in chemistry has become a hot issue in chemical graph theory. In [8], Huang et 
al. obtained exact formulas for the expected values of the Kirchhoff indices of the random 
polyphenyl and spiro chains. Recently, Geng et al. [9] got the Kirchhoff indices and the 
number of spanning trees of möbius phenylenes chain and cylinder phenylenes chain. 
Došlić et al. [3] introduced a new bond-additive invariant of a connected graph, named the 
Mostar index, as a measure of peripherality in graphs. They gave a cut method for 
computing the Mostar index of benzenoid systems and posed an open problem: Find 
extremal benzenoid chains, catacondensed benzenoids and general benzenoid graphs with 
respect to the Mostar index. Later, Xiao et al. [10, 11] partially solve the problem. They 
determined the first three maximal and minimal values of the Mostar index among all 
hexagonal chains with ℎ hexagons, and characterize the corresponding extremal graphs by 
some transformations on hexagonal chains. Other results see [12−18] and the references 
cited therein. 

 
Figure 1. A spiro chain ܵܲܥାଵ with  ݊ + 1 hexagons. 
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Figure 2. The three types of local arrangements in spiro chains. 

 
A spiro chain ܵܲܥାଵ with ݊ + 1 hexagons can be regarded as a spiro chain ܵܲܥ 

with ݊ hexagons to which a new terminal hexagon ܪାଵ has been adjoined, see Figure [1]. 
For ݊ ≥ 3, the terminal hexagon ܪାଵ can be attached in three ways, which results in 

the local arrangements, we describe as ܵܲܥାଵଵ ାଵଶܥܲܵ ,  and  ܵܲܥାଵଷ , respectively, see 
Figure [2]. 

A random spiro chain ܵܲܥ with ݊ hexagons is a spiro chain obtained by stepwise 
addition of terminal hexagons. At each step ݐ(= 3, 4, … , ݊), a random selection is made 
from one of the three possible constructions: 

i. ܵܲܥ௧ିଵ →   ;ଵ ௧ଵ with probabilityܥܲܵ
ii.  ܵܲܥ௧ିଵ →   ;ଶ ௧ଶ with probabilityܥܲܵ

iii. ܵܲܥ௧ିଵ → ௧ଷܥܲܵ  with probability 1− ଵ − ଶ , where ଵ  ,ଶ are constants ,
irrelative to the step parameter ݐ. 

We denote by ܵܲܥ(1,0), ܵܲܥ(0,1), ܵܲܥ(0,0), the spiro meta-chain ܯ , the 
spiro orth-chain ܱ, the spiro para-chain ܲ, respectively. 

Motivated by [17], we explore the properties of these indices of spiro chain. In this 
paper, we determine the expected values of Gutman index ܥܲܵ)ݐݑܩ)ܧ( ଵ, (((ଶ , 
Schultz index ܥܲܵ)ܵ)ܧ( ଵ, ((ଶ , multiplicative degree-Kirchhoff index 
,ଵ )ܥܲܵ)∗݂ܭ)ܧ  in the (((ଶ   ,ଵ )ܥܲܵ)ା݂ܭ)ܧ ଶ))), additive degree-Kirchhoff index
random spiro chains and the extremal values of these indices among all spiro chains with ݊ 
hexagons. We also give the average values of these indices among all spiro chains with ݊ 
hexagons. 

 
2. THE GUTMAN INDEX OF ࡼࡿ 

 The Gutman index of a random spiro chain ܵܲܥ(ଵ,  is random ( for shortܥܲܵ or) (ଶ
variable. In the following, we calculate the expected value of ݐݑܩ(ܵܲܥ). Denote ܵܲܥାଵ 
the graph obtained by attaching ܵܲܥ a new terminal hexagon ܪାଵ which is spanned by 
vertices ݖଵ, ݖଶ,  ݖଷ ,  ݖସ, ݖହ, ݖ and ݖଵ is ݑ, see Figure 1. 

It is obvious that, for all ݒ ∈  ,ܥܲܵ
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,ݒ)݀             (ଵݖ = ,ݒ)݀ ;(ݑ,ݒ)݀ (ଶݖ = (ݑ,ݒ)݀ + ,ݒ)݀ ;1 (ଷݖ = ,ݒ)݀ (ݑ + 2; 
,ݒ)݀             (ସݖ = ,ݒ)݀ (ݑ + ,ݒ)݀ ;3 (ହݖ = ,ݒ)݀ (ݑ + ,ݒ)݀ ;2 (ݖ = (ݑ,ݒ)݀ + 1; 
           ∑ ݀ௌశభ௩∈(ௌ) (ݒ) = 12݊ + 2. 

We also have that 
   ∑ ݖ)݀(ݖ)݀ , ଵ )ݖ

ୀଵ = 18; ∑ ݖ)݀(ݖ)݀ , ଶ )ݖ
ୀଵ = 20; ∑ ,ݖ)݀(ݖ)݀ ଷ )ݖ

ୀଵ = 22; 
   ∑ ݖ)݀(ݖ)݀ , ସ )ݖ

ୀଵ = 24; ∑ ,ݖ)݀(ݖ)݀ ହ )ݖ
ୀଵ = 22; ∑ ,ݖ)݀(ݖ)݀  )ݖ

ୀଵ = 20. 

Denote by ܥܲܵ)ݐݑܩ)ܧ( ଵ, (((ଶ  the expected value of Gutman index of the 
random spiro chain ܵܲܥ(ଵ,  .(ଶ
 
Theorem 2.1. For ݊ ≥ 1, we have ܥܲܵ)ݐݑܩ)ܧ( ଵ, (((ଶ = (72 − ଵ24 − ଶ)݊ଷ48 +
ଵ72) + ଶ)݊ଶ144 + (36− ଵ48 −   .݊(ଶ96
 
Proof. We proof it in the Appendix A.1.                                                                               ∎ 

 
If (ଵ, (ଶ = (1, 0) , then ܵܲܥ ≅ ܯ ; If (ଵ, (ଶ = (0, 1) , then ܵܲܥ ≅ ܱ ; If 

,ଵ) (ଶ = (0, 0), then ܵܲܥ ≅ ܲ. From Theorem 2.1, we have 
 
Corollary 2.2. The Gutman index of the para-chain ܲ, the meta-chain ܯ and the ortho-
chain ܱ are 
)ݐݑܩ                                                 ܲ) = 72݊ଷ + 36݊; 

(ܯ)ݐݑܩ = 48݊ଷ + 72݊ଶ − 12݊; 
)ݐݑܩ   ܱ) = 24݊ଷ + 144݊ଶ − 60݊. 

Corollary 2.3. Among all spiro chains with ݊(݊ ≥ 3)  hexagons, the graphs with the 
minimum and the maximum Gutman index are the ortho-chain  ܱ and the para-chain  ܲ, 
respectively. 

Proof. Let ܵܲܥ  be a spiro chain with ݊ hexagons. By Theorem 2.1, one knows that 
ଵ݂(ଵ, (ଶ = 24݊ଷ−)=((ܥܲܵ)ݐݑܩ)ܧ + 72݊ଶ − ଵ+(−48݊ଷ (48݊ + 144݊ଶ − ଶ (96݊ +

72݊ଷ + 36݊. As ݊ ≥ 3, we have that డభ
డభ

= −24݊ଷ + 72݊ଶ − 48݊ < 0; డభ
డమ

= −48݊ଷ +

144݊ଶ − 96݊ < 0. 
Note that 0 ≤ ଵ ≤ 1 , 0 ≤ ଶ ≤ 1 , 0 ≤ ଵ + ଶ ≤ 1 , then ଵ݂(ଵ, (ଶ ≤ 72݊ଷ +

36݊, with equality if and only if ଵ = ଶ = 0, it means that ܵܲܥ is para-chain ܲ. 
On the other hand,   

 ଵ݂(ଵ, ( ଶ = (−24݊ଷ + 72݊ଶ − ଵ)(48݊ + (ଶ + (−24݊ଷ + 72݊ଶ − ଶ(48݊ + 72݊ଷ

+ 36݊ 
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                      ≥ (−24݊ଷ + 72݊ଶ − 48݊) × 1 + (−24݊ଷ + 72݊ଶ − ଶ(48݊ + 72݊ଷ + 36݊ 
                      = (−24݊ଷ + 72݊ଶ − ଶ(48݊ + 48݊ଷ + 72݊ଶ − 12݊ 
                      ≥ (−24݊ଷ + 72݊ଶ − 48݊) × 1 + 48݊ଷ + 72݊ଶ − 12݊                             
                         ≥ 24݊ଷ + 144݊ଶ − 60݊,   
with equality if and only if ଵ + ଶ = 1 and ଶ = 1, i.e. ଵ = 0 and ଶ = 1, it means that 
  ∎                                                               . is ortho-chain  ܱ. This completes the proofܥܲܵ

 
3. THE SCHULTZ INDEX OF ࡼࡿ 

The Schultz index of a random spiro chain ܵܲܥ is random variable. In the following, we 
calculate the expected value of ܵ(ܵܲܥ).  Denote by ܥܲܵ)ܵ)ܧ( ଵ,  ଶ))) the expected
value of Schultz index of the random spiro chain ܵܲܥ(ଵ,  .(ଶ
 
Theorem 3.1. For ݊ ≥ 1 , we have ܥܲܵ)ܵ)ܧ( ଵ, (((ଶ = (60− ଵ20 − ଶ)݊ଷ40 +
ଵ60) + ଶ120 + 18)݊ଶ + (30− ଵ40 −      .݊(ଶ80
 
Proof.  We proof it in the Appendix A.2.                                                                                ∎ 

  
If (ଵ, (ଶ = (1, 0) , then ܵܲܥ ≅ ܯ ; If (ଵ, (ଶ = (0, 1) , then ܵܲܥ ≅ ܱ ; If 

,ଵ) (ଶ = (0, 0), then ܵܲܥ ≅ ܲ. From Theorem 3.1, we have the following corollary: 
 
Corollary 3.2. The Schultz index of the para-chain ܲ, the meta-chain ܯ and the ortho-
chain ܱ are 

ܵ( ܲ) = 60݊ଷ + 18݊ଶ + 30݊; 
(ܯ)ܵ = 40݊ଷ + 78݊ଶ − 10݊; 
ܵ( ܱ) = 20݊ଷ + 138݊ଶ − 40݊. 

Corollary 3.3. Among all spiro chains with ݊(݊ ≥ 3)  hexagons, the graphs with the 
minimum and the maximum Schultz index are the ortho-chain  ܱ and the para-chain  ܲ, 
respectively. 

Proof. Let ܵܲܥ be a spiro chain with ݊ hexagons. By Theorem 3.1, one knows that 
ଶ݂(ଵ, (ଶ = 20݊ଷ−) =((ܥܲܵ)ܵ)ܧ + 60݊ଶ − 40݊) ଵ+ (−40݊ଷ  + 120݊ଶ − 80݊) ଶ  +

60݊ଷ + 18݊ଶ + 30݊ . As ݊ ≥ 3 , we have that డమ
డభ

= −20݊ଷ + 60݊ଶ − 40݊ < 0 ; డమ
డమ

=

−40݊ଷ + 120݊ଶ − 80݊ < 0. 
Note that 0 ≤ ଵ ≤ 1 , 0 ≤ ଶ ≤ 1 , 0 ≤ ଵ + ଶ ≤ 1 , then ଶ݂(ଵ, (ଶ ≤ 60݊ଷ +

18݊ଶ + 30݊, with equality if and only if ଵ = ଶ = 0, it means that ܵܲܥ is para-chain ܲ. 
On the other hand, we have 
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 ଶ݂(ଵ, ( ଶ = (−20݊ଷ + 60݊ଶ − ଵ)(40݊ + (ଶ + (−20݊ଷ + 60݊ଶ − ଶ(40݊ + 60݊ଷ

+ 18݊ଶ + 30݊ 
                      ≥ (−20݊ଷ + 60݊ଶ − 40݊) × 1 + (−20݊ଷ + 60݊ଶ − ଶ(40݊ + 60݊ଷ +
                              18݊ଶ + 30݊ 
                      = (−20݊ଷ + 60݊ଶ − ଶ(40݊ + 40݊ଷ + 78݊ଶ − 10݊ 
                      ≥ (−20݊ଷ + 60݊ଶ − 40݊) × 1 + 40݊ଷ + 78݊ଶ − 10݊                             
                         ≥ 20݊ଷ + 138݊ଶ − 40݊,  
with equality if and only if ଵ + ଶ = 1 and ଶ = 1, i.e. ଵ = 0 and ଶ = 1, it means that 
 ∎                                                               . is ortho-chain  ܱ. This completes the proofܥܲܵ
 
4. THE MULTIPLICATIVE DEGREE−KIRCHHOFF INDEX OF ࡼࡿ 

The multiplicative degree-Kirchhoff index of a random spiro chain ܵܲܥ  is random 
variable. In the following, we calculate the expected value of ݂ܭ∗(ܵܲܥ).  

It is obvious that, for all ݒ ∈  ,ܥܲܵ
,ݒ)ݎ (ଵݖ = ,ݒ)ݎ ,ݒ)ݎ ;ݑ (ଶݖ = ,ݒ)ݎ (ݑ + ହ


,ݒ)ݎ ; (ଷݖ = ,ݒ)ݎ (ݑ + ସ

ଷ
,ݒ)ݎ ; (ସݖ = (ݑ,ݒ)ݎ +

ଷ
ଶ
,ݒ)ݎ ; (ହݖ = ,ݒ)ݎ (ݑ + ସ

ଷ
,ݒ)ݎ ; (ݖ = ,ݒ)ݎ (ݑ + ହ


; ∑ ݀ௌశభ௩∈(ௌ) (ݒ) = 12݊ + 2. 

We also have that 
∑ ݖ)ݎ(ݖ)݀ , ଵ )ݖ
ୀଵ = ଷହ

ଷ
; ∑ ݖ)ݎ(ݖ)݀ , ଶ )ݖ

ୀଵ = ସ
ଷ

; ∑ ݖ)ݎ(ݖ)݀ , ଷ )ݖ
ୀଵ = ସଷ

ଷ
; 

∑ ݖ)ݎ(ݖ)݀ , ସ )ݖ
ୀଵ = ସସ

ଷ
; ∑ ݖ)ݎ(ݖ)݀ , ହ )ݖ

ୀଵ = ସଷ
ଷ

; ∑ ݖ)ݎ(ݖ)݀ ,  )ݖ
ୀଵ = ସ

ଷ
. 

Denote by ܥܲܵ)∗݂ܭ)ܧ( ଵ, (((ଶ  the expected value of multiplicative degree-
Kirchhoff index of the random spiro chain ܵܲܥ(ଵ,  .(ଶ
 
Theorem 4.1. For ݊ ≥ 1 , we have ܥܲܵ)∗݂ܭ)ܧ( ଵ, (((ଶ = (36− ଵ4 − ଶ)݊ଷ16 +
(32 + ଵ12 + ଶ)݊ଶ48 + (2 − ଵ8 −      .݊(ଶ32
 

Proof. We proof it in the Appendix A.3.                                                                               ∎ 
 

If (ଵ, (ଶ = (1, 0) , then ܵܲܥ ≅ ܯ ; If (ଵ, (ଶ = (0, 1) , then ܵܲܥ ≅ ܱ ; If 
,ଵ) (ଶ = (0, 0), then ܵܲܥ ≅ ܲ. From Theorem 4.1, we have 
 

Corollary 4.2. The multiplicative degree-Kirchhoff index of the para-chain ܲ, the meta-
chain ܯ and the ortho-chain ܱ are 

)∗݂ܭ ܲ) = 36݊ଷ + 32݊ଶ + 2݊; 
(ܯ)∗݂ܭ = 32݊ଷ + 44݊ଶ − 6݊; 
)∗݂ܭ ܱ) = 30݊ଷ + 80݊ଶ − 30݊. 
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Corollary 4.3. Among all spiro chains with ݊(݊ ≥ 3)  hexagons, the graphs with the 
minimum and the maximum multiplicative degree-Kirchhoff index are the ortho-chain  ܱ 
and the para-chain  ܲ, respectively. 
 
Proof. Let ܵܲܥ  be a spiro chain with ݊ hexagons. By Theorem 4.1, one knows that 
ଷ݂(ଵ, (ଶ = ((ܥܲܵ)∗݂ܭ)ܧ =( −4݊ଷ + 12݊ଶ − 8݊ ) ଵ  +( −16݊ଷ + 48݊ଶ − 32݊ ) ଶ  +

36݊ଷ + 32݊ଶ + 2݊ . As ݊ ≥ 3 , we have that డయ
డభ

= −4݊ଷ + 12݊ଶ − 8݊ < 0 ; డయ
డమ

=

−16݊ଷ + 48݊ଶ − 32݊ < 0. 
Note that 0 ≤ ଵ ≤ 1 , 0 ≤ ଶ ≤ 1 , 0 ≤ ଵ + ଶ ≤ 1 , then ଷ݂(ଵ, (ଶ ≤ 36݊ଷ +

32݊ଶ + 2݊, with equality if and only if ଵ = ଶ = 0, it means that ܵܲܥ is para-chain ܲ. 
On the other hand, we have 

 ଷ݂(ଵ,ଶ ) = (−4݊ଷ + 12݊ଶ − ଵ)(8݊ + (ଶ + (−12݊ଷ + 36݊ଶ − ଶ(24݊ + 36݊ଷ

+ 32݊ଶ + 2݊ 
                         ≥ (−4݊ଷ + 12݊ଶ − 8݊) × 1 + (−12݊ଷ + 36݊ଶ − ଶ(24݊ + 36݊ଷ +
                                  32݊ଶ + 2݊ 
                         = (−12݊ଷ + 36݊ଶ − ଶ(24݊ + 32݊ଷ + 44݊ଶ − 6݊ 
                         ≥ (−12݊ଷ + 36݊ଶ − 24݊) × 1 + 32݊ଷ + 44݊ଶ − 6݊                            
                            ≥ 30݊ଷ + 80݊ଶ − 30݊,   
with equality if and only if ଵ + ଶ = 1 and ଶ = 1, i.e. ଵ = 0 and ଶ = 1, it means that 
 ∎                                                               . is ortho-chain  ܱ. This completes the proofܥܲܵ
 
5. THE ADDITIVE DEGREE−KIRCHHOFF INDEX OF ࡼࡿ 

The additive degree-Kirchhoff index of a random spiro chain ܵܲܥ is random variable. In 
the following, we calculate the expected value of ݂ܭା(ܵܲܥ).  Denote by 
,ଵ )ܥܲܵ)ା݂ܭ)ܧ (((ଶ  the expected value of additive degree-Kirchhoff index of the 
random spiro chain ܵܲܥ(ଵ,  .(ଶ
 
Theorem 5.1. For ݊ ≥ 1, we have ݂ܭ)ܧା(ܵܲܥ( ଵ, (((ଶ = (30− ଵ

ଷ
ଵ −

ସ
ଷ
ଶ)݊ଷ +

(115 + ଵ10 + ଶ)݊ଶ40 + (ହ
ଷ
− ଶ

ଷ
ଵ −

଼
ଷ
     .݊(ଶ

 
Proof. We proof it in the Appendix A.4.                                                                               ∎ 

If (ଵ, (ଶ = (1, 0) , then ܵܲܥ ≅ ܯ ; If (ଵ, (ଶ = (0, 1) , then ܵܲܥ ≅ ܱ ; If 
,ଵ) (ଶ = (0, 0), then ܵܲܥ ≅ ܲ. From Theorem 5.1, we have 
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Corollary 5.2. The additive degree-Kirchhoff index of the para-chain ܲ, the meta-chain 
  and the ortho-chain ܱ areܯ

)ା݂ܭ ܲ) = 30݊ଷ + 115݊ଶ + ହ
ଷ
݊; 

(ܯ)ା݂ܭ = ଼
ଷ
݊ଷ + 125݊ଶ − 15݊; 

)ା݂ܭ ܱ) = ହ
ଷ
݊ଷ + 115݊ଶ − 25݊. 

 
Corollary 5.3. Among all spiro chains with ݊ (݊ ≥ 3)  hexagons, the graphs with the 
minimum and the maximum additive degree-Kirchhoff index are the ortho-chain  ܱ and 
the para-chain  ܲ, respectively. 
 
Proof. Let ܵܲܥ  be a spiro chain with ݊ hexagons. By Theorem 5.1, one knows that 

ସ݂(ଵ, (ଶ = −)=((ܥܲܵ)ା݂ܭ)ܧ ଵ
ଷ
݊ଷ + 10݊ଶ − ଶ

ଷ
݊ ) ଵ  +(− ସ

ଷ
݊ଷ + 40݊ଶ − ଼

ଷ
݊ ) ଶ  +

30݊ଷ + 115݊ଶ + ହ
ଷ
݊ . As ݊ ≥ 3 , we have that డర

డభ
= − ଵ

ଷ
݊ଷ + 10݊ଶ − ଶ

ଷ
݊ < 0 ; డర

డమ
=

− ସ
ଷ
݊ଷ + 40݊ଶ − ଼

ଷ
݊ < 0. 

Note that 0 ≤ ଵ ≤ 1 , 0 ≤ ଶ ≤ 1 , 0 ≤ ଵ + ଶ ≤ 1 , then ସ݂(ଵ, (ଶ ≤ 30݊ଷ +
115݊ଶ + ହ

ଷ
݊, with equality if and only if ଵ = ଶ = 0, it means that ܵܲܥ is para-chain ܲ. 

On the other hand, we have 

 ସ݂(ଵ, ( ଶ = ൬−
10
3 ݊ଷ + 10݊ଶ −

20
3 ݊൰ ଵ) + (ଶ + (−10݊ଷ + 30݊ଶ − ଶ(20݊ + 30݊ଷ

+ 115݊ଶ +
5
3݊ 

                      ≥ ቀ− ଵ
ଷ
݊ଷ + 10݊ଶ − ଶ

ଷ
݊ቁ × 1 + (−10݊ଷ + 30݊ଶ − ଶ(20݊ + 30݊ଷ +

                                115݊ଶ + ହ
ଷ
݊ 

                      = (−10݊ଷ + 30݊ଶ − ଶ(20݊ + ଼
ଷ
݊ଷ + 125݊ଶ − 5݊ 

                      ≥ (−10݊ଷ + 30݊ଶ − 20݊) × 1 + ଼
ଷ
݊ଷ + 125݊ଶ − 5݊                            

                         ≥ ହ
ଷ
݊ଷ + 155݊ଶ − 25݊,   

with equality if and only if ଵ + ଶ = 1 and ଶ = 1, i.e. ଵ = 0 and ଶ = 1, it means that 
 ∎                                                               . is ortho-chain  ܱ. This completes the proofܥܲܵ
 
6.  AVERAGE VALUES OF THESE INDICES 

Denote by  ℋ  the set of all spiro chains with ݊ hexagons. The average value of these 
indices among  ℋ can be characterized as 
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௩( ℋ)ݐݑܩ    = ଵ
| ℋ|

∑ ℋ ∋ீ(ܩ)ݐݑܩ ;    ܵ௩( ℋ) = ଵ
| ℋ|

∑ ℋ ∋ீ(ܩ)ܵ ; 

ܭ             ݂௩
∗ ( ℋ) = ଵ

| ℋ|
∑ ℋ ∋ீ(ܩ)∗݂ܭ ܭ ; ݂௩

ା ( ℋ) = ଵ
| ℋ|

∑ ℋ ∋ீ(ܩ)ା݂ܭ . 

If (ଵ,ଶ) = (ଵ
ଷ

, ଵ
ଷ
), then we can obtain the average value. By Theorems 2.1, 3.1, 4.1, 

5.1, we have the following result. 
 
Theorem 6.1. The average values of these indices among  ℋ are 

௩( ℋ)ݐݑܩ  = 48݊ଷ + 72݊ଶ − 12݊;  ܵ௩( ℋ) = 40݊ଷ + 78݊ଶ − 10݊; 
ܭ      ݂௩

∗ ( ℋ) = ଼଼
ଷ
݊ଷ + 52݊ଶ − ଷସ

ଷ
ܭ ;݊ ݂௩

ା ( ℋ) = ସ
ଷ
݊ଷ + ଷଽହ

ଷ
݊ଶ − ଽହ

ଷ
݊. 

 
We can find that  ݐݑܩ௩( ℋ) = (ܯ )ݐݑܩ  and  ܵ௩( ℋ) = (ܯ )ܵ . It means 

that we can use the spiro chain  ܯ to characterize the average value of  ℋ with respect to 
Gutman index and Schultz index. 
 
A  Appendix 
 
A.1 Proof of Theorem 2.1 
 
Proof. Let (ାଵܥܲܵ )ݐݑܩ  = ଵܣ + ,ଵܥ +ଵܤ  where ܣଵ = ∑ ,ݑ)݀(ݒ)݀(ݑ)݀ ௌ⊇{௨,௩}(ݒ ;  
ଵܤ = ∑ ∑ ,ݒ)݀(ݖ)݀(ݒ)݀ );௭∈ுశభ\{௭భ}௩∈ௌ\{௨}ݖ ଵܥ  = ∑ ݖ൯݀൫ݖ൫݀(ݖ)݀ , ൯൛௭,௭ೕൟ⊆ுశభݖ .  
 
ଵܣ = ∑ ௌ\{௩}⊇{௨,௩}(ݒ,ݑ)݀(ݒ)݀(ݑ)݀ + ∑ ݀ௌశభ(ݑ)݀(ݒ)݀(ݑ ௩∈ௌ\{௩}(ݒ, , 
      = ∑ ,ݑ)݀(ݒ)݀(ݑ)݀ ௌ\{௩}⊇{௨,௩}(ݒ + ∑ ൫݀ௌ(ݑ) + 2൯݀(ݒ)݀(ݑ ௩∈ௌ\{௩}(ݒ, , 
     = (ܥܲܵ)ݐݑܩ + 2∑ ݑ)݀(ݒ)݀ ௩∈ௌ(ݒ, . 
  
ଵܤ   = ∑ ∑ ,ݒ)݀(ݖ)݀(ݒ)݀ )௭∈ுశభ௩∈ௌݖ  
          −4∑ ,ݒ)݀(ݒ)݀ )௩∈ௌݑ − 4∑ ,ݒ)݀(ݒ)݀ ଵ)௩∈ுశభݖ , 
        = ∑ ,ݒ)4݀](ݒ)݀ )௩∈ௌݑ + ,ݒ)݀)4 (ݑ + 1) + (ݑ,ݒ)݀)4 + 2) + ,ݒ)݀)2 (ݑ +
              3)] − 4∑ −(ݑ,ݒ)݀(ݒ)݀ 4 × 18௩∈ௌ , 
       = 10∑ ,ݒ)݀(ݒ)݀ (ݑ + 18(12݊ − 2)௩∈ௌ . 
 
ଵܥ = ଵ

ଶ
∑ (ݖ)݀
ୀଵ ൫∑ ݀൫ݖ൯݀൫ݖ , ൯ݖ

ୀଵ ൯ = ଵ
ଶ

(4 × 18 + 4 × 20 + 4 × 22 + 2 × 24) = 144 . 
Thus, ݐݑܩ( ܵܲܥାଵ) = (ܥܲܵ )ݐݑܩ + 12∑ ,ݒ)݀(ݒ)݀ )௩∈ௌݑ + 216݊+ 108. As 

∑ ,is a random spiro chain (ଶ,ଵ)ܥܲܵ  ௩∈ௌ(ݑ,ݒ)݀(ݒ)݀  is a random variable. Denote 
ܷଵ ≔ ∑൫ܧ ௩∈ௌ(ݑ,ݒ)݀(ݒ)݀ ൯.  Then E(ݐݑܩ( ܵܲܥାଵ)) = ((ܥܲܵ )ݐݑܩ)ܧ + 12ܷଵ +
216݊ + 108. 
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In the following, we calculate ܷଵ by considering three possible cases. 

Case 1.  ܵܲܥ → ାଵଵܥܲܵ . 
∑ ଷ (see Figure 2), thusݕ ହ orݕ coincides with (ଵݖ)ݑ  ௩∈ௌ(ݑ,ݒ)݀(ݒ)݀  is given by 

∑ ௩∈ௌ(ହݕ,ݒ)݀(ݒ)݀  with probability ଵ. 
 
Case 2.  ܵܲܥ → ାଵଶܥܲܵ . 

∑ ଶ (see Figure 2), thusݕ  orݕ coincides with (ଵݖ)ݑ  ௩∈ௌ(ݑ,ݒ)݀(ݒ)݀  is given by 
∑ ௩∈ௌ(ݕ,ݒ)݀(ݒ)݀  with probability ଶ. 
 
Case 3.  ܵܲܥ → ାଵଷܥܲܵ . 

(ଵݖ)ݑ   coincides with ݕସ  (see Figure 2), thus ∑ ௩∈ௌ(ݑ,ݒ)݀(ݒ)݀  is given by 
∑ ௩∈ௌ(ସݕ,ݒ)݀(ݒ)݀  with probability ଷ = 1 − ଵ  −  .ଶ 

From Case 1, Case 2 and Case 3, we have that 
 ܷଵ = ଵ ∑ ,ݒ)݀(ݒ)݀ ହ)௩∈ௌݕ + ଶ ∑ ,ݒ)݀(ݒ)݀ )௩∈ௌݕ  
         +(1− ଵ  − ∑(ଶ ,ݒ)݀(ݒ)݀ ସ)௩∈ௌݕ , 
      = ∑ଵൣ ,ݒ)݀(ݒ)݀ ିଵ) ௩∈ௌషభݑ + 2∑ (ݒ)݀ + 22 ௩∈ௌషభ\{௩షభ} ൧ 
∑ଶൣ  +          ௩∈ௌషభ (ିଵݑ,ݒ)݀(ݒ)݀ + ∑ (ݒ)݀ + 20 ௩∈ௌషభ\{௩షభ} ൧ 
         +(1− ଵ  − ∑ൣ(ଶ ௩∈ௌషభ (ିଵݑ,ݒ)݀(ݒ)݀ + 3∑ (ݒ)݀ + 24 ௩∈ௌషభ\{௩షభ} ൧ 
     = ଵ(ܷିଵଵ + 24݊ − 6) + ଶ(ܷିଵଵ + 12݊ + 6) + (1− ଵ  − ଶ)(ܷିଵଵ + 36݊ − 18) 

= ܷିଵଵ + (36− ଵ12 − ݊(ଶ24 + ଵ12) + ଶ24 − 18). 
 

And the initial value is ଵܷ
ଵ = ∑ ,ݒ)݀(ݒ)݀ (ଵݑ = 18௩∈ௌభ . Thus, 

ܷଵ = (18− ଵ6 − ଶ)݊ଶ12 + ଵ6) +  ଶ)݊.                               (1)12
So,  

((ାଵܥܲܵ )ݐݑܩ)ܧ = ((ܥܲܵ )ݐݑܩ)ܧ + 12ܷଵ + 216݊ + 108, 
                               = ൯(ܥܲܵ )ݐݑܩ൫ܧ + 72(3− ଵ − ଶ)݊ଶ2 + 72(3 + ଵ + ݊(ଶ2 + 108 . 

Since the initial value is ܧ൫ݐݑܩ( ܵܲܥଵ)൯ = 2 × 2 × 6 × ଵ
ଶ

× (1 × 2 + 2 × 2 + 3) = 108, 

൯(ܥܲܵ )ݐݑܩ൫ܧ = (72 − ଵ24 − ଶ)݊ଷ48 + ଵ72) + ଶ)݊ଶ144 + (36− ଵ48 −  ݊(ଶ96
This completes the proof.                                                                                                       ∎ 

 
A.2 Proof of Theorem 3.1 
 
Proof. Let (ାଵܥܲܵ )ܵ  = ଶܣ + ,ଶܥ+ଶܤ  where ܣଶ = ∑ (ݑ)݀) + ௌ⊇{௨,௩}(ݒ,ݑ)݀((ݒ)݀ ;  
ଶܤ = ∑ ∑ (ݒ)݀) + ,ݒ)݀((ݖ)݀ );௭∈ுశభ\{௭భ}௩∈ௌ\{௨}ݖ  
ଶܥ  = ∑ (ݖ)݀) + ݀൫ݖ൯)݀൫ݖ , ൯൛௭,௭ೕൟ⊆ுశభݖ .                                                                 
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ଶܣ = ∑ (ݑ)݀) + ௌ\{௩}⊇{௨,௩}(ݒ,ݑ)݀((ݒ)݀ + ∑ (݀ௌశభ(ݑ) + ݑ)݀((ݒ)݀ ௩∈ௌ\{௩}(ݒ, , 

      = ∑ (ݑ)݀) + ௌ\{௩}⊇{௨,௩}(ݒ,ݑ)݀((ݒ)݀ + ∑ ቀ݀ௌ(ݑ) + 2 +௩∈ௌ\{௩}

ቁ(ݒ)݀                ݑ)݀  ,(ݒ,

     = (ܥܲܵ)ܵ + 2∑ ݑ)݀ ௩∈ௌ(ݒ,  
      = (ܥܲܵ)ܵ +  .(ܥܲܵ|ݑ)2݀
 
ଶܤ   = ∑ ∑ ൫݀(ݒ) + ,ݒ)൯݀(ݖ)݀ )௭∈ுశభ௩∈ௌݖ −∑ (ݒ)݀) + ,ݒ)݀(4 )௩∈ௌݑ  
           −∑ (ݒ)݀) + ,ݒ)݀(4 ଵ)௩∈ுశభݖ , 
        = ∑ ௩∈ௌ(ݑ,ݒ)݀](ݒ)݀ + ,ݒ)݀)2 (ݑ + 1) + ,ݒ)݀)2 (ݑ + 2) + (ݑ,ݒ)݀)2 +
              3)] + ∑ ௩∈ௌ(ݑ,ݒ)4݀] + ,ݒ)݀)4 (ݑ + 1) + ,ݒ)݀)4 (ݑ + 2) + (ݑ,ݒ)݀)2 +
              3)] − ∑ ,ݒ)݀(ݒ)݀ −(ݑ 4∑ ௩∈ௌ(ݑ,ݒ)݀ − 54௩∈ௌ , 
       = 5∑ (ݑ,ݒ)݀(ݒ)݀ + ௩∈ௌ(ܥܲܵ|ݑ)10݀ + 198݊ − 18. 
 
ଶܥ = ∑ (ݖ)݀

ୀଵ ൫∑ ݀൫ݖ, ൯ݖ
ୀଵ ൯ = 9 × (4 + 2 × 5) = 126. 

 
Thus, ܵ( ܵܲܥାଵ)  = (ܥܲܵ )ܵ   +  5∑ ,ݒ)݀(ݒ)݀ )௩∈ௌݑ  + (ܥܲܵ|ݑ)12݀  +

198݊ + 108. As  ܵܲܥ(ଵ,ଶ) is a random spiro chain, ݀(ݑ|ܵܲܥ) is a random variable. 
Denote ܷଶ ≔ .((ܥܲܵ|ݑ)݀)ܧ  Then E(ܵ( ܵܲܥାଵ)) = ((ܥܲܵ )ܵ)ܧ + 5ܷଵ + 12ܷଶ +
198݊ + 108. 

In the following, we calculate ܷଶ by considering three possible cases. 
Case 1.  ܵܲܥ → ାଵଵܥܲܵ . 
ହݕ coincides with (ଵݖ)ݑ   or ݕଷ (see Figure 2), thus ݀(ݑ|ܵܲܥ) is given by ݀(ݕହ|ܵܲܥ) 
with probability ଵ. 
 
Case 2.  ܵܲܥ → ାଵଶܥܲܵ . 
ݕ coincides with (ଵݖ)ݑ   or ݕଶ (see Figure 2), thus ݀(ݑ|ܵܲܥ) is given by ݀(ݕ|ܵܲܥ) 
with probability ଶ. 
 
Case 3.  ܵܲܥ → ାଵଷܥܲܵ . 
ସݕ coincides with (ଵݖ)ݑ   (see Figure 2), thus ݀(ݑ|ܵܲܥ) is given by ݀(ݕସ|ܵܲܥ) with 
probability ଷ = 1 − ଵ  −  .ଶ 
 

From Case 1, Case 2 and Case 3, we have that  
ܷଶ = (ܥܲܵ|ହݕ)ଵ݀ + (ܥܲܵ|ݕ)ଶ݀ + (1− ଵ  −  ,(ܥܲܵ|ସݕ)݀(ଶ 
      = (ିଵܥܲܵ|ିଵݑ)݀]ଵ + 2(5݊ − 5) + 9] + (ିଵܥܲܵ|ିଵݑ)݀]ଶ  + (5݊ − 5) + 9] +
         (1 − ଵ  − (ିଵܥܲܵ|ିଵݑ)݀](ଶ  + 3(5݊ − 5) + 9], 
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     = ଵ(ܷିଵଶ + 10݊ − 1) + ଶ(ܷିଵଶ + 5݊ + 4) + (1− ଵ  − ଶ)(ܷିଵଶ + 15݊ − 6), 
     = ܷିଵଶ + (15− ଵ5 − ݊(ଶ10 + ଵ5) + ଶ10 − 6). 
 

And the initial value is ଵܷ
ଶ = (ଵܥܲܵ|ଵݑ)݀ = 9 . Thus, ܷଶ = ଵ

ଶ
(15− ଵ5 −

ଶ)݊ଶ10 + ଵ
ଶ

ଵ5) + ଶ10 + 3)݊. From equation  1, ܷଵ = (18− ଵ6 − ଶ)݊ଶ12 + ଵ6) +
 ,ଶ)݊. We have12
൯(ାଵܥܲܵ )൫ܵܧ = ൯(ܥܲܵ )൫ܵܧ + 5ܷଵ + 12ܷଶ + 198݊ + 108, 
                              = ൯(ܥܲܵ )൫ܵܧ + 60(3− ଵ − ଶ)݊ଶ2 + 12(18 + ଵ5 + ݊(ଶ10 + 108. 

Since the initial value is ܧ൫ܵ( ܵܲܥଵ)൯ = 9 × 6 × 2 = 108, so 
൯(ܥܲܵ )൫ܵܧ = (60− ଵ20 − ଶ)݊ଷ40 + (18 + ଵ60 + ଶ)݊ଶ120

+ (30 − ଵ40 −  ݊(ଶ80
This completes the proof.                                                                                                       ∎ 

 
A.3 Proof of Theorem 4.1 
 
Proof. Let (ାଵܥܲܵ )∗݂ܭ  = ଷܣ + ,ଷܥ+ଷܤ  where ܣଷ = ∑ ,ݑ)ݎ(ݒ)݀(ݑ)݀ ௌ⊇{௨,௩}(ݒ ;  
ଷܤ = ∑ ∑ ,ݒ)ݎ(ݖ)݀(ݒ)݀ );௭∈ுశభ\{௭భ}௩∈ௌ\{௨}ݖ ଷܥ  = ∑ ݖ൫ݎ൯ݖ൫݀(ݖ)݀ , ൯൛௭,௭ೕൟ⊆ுశభݖ .  
ଷܣ = ∑ ,ݑ)ݎ(ݒ)݀(ݑ)݀ ௌ\{௩}⊇{௨,௩}(ݒ + ∑ ݀ௌశభ(ݑ)݀(ݒ)ݑ)ݎ ௩∈ௌ\{௩}(ݒ, , 
      = ∑ ,ݑ)ݎ(ݒ)݀(ݑ)݀ ௌ\{௩}⊇{௨,௩}(ݒ + ∑ ൫݀ௌ(ݑ) + 2൯݀(ݒ)ݑ)ݎ ௩∈ௌ\{௩}(ݒ, , 
     = (ܥܲܵ)∗݂ܭ + 2∑ ݑ)ݎ(ݒ)݀ ௩∈ௌ(ݒ, . 
 
ଷܤ   = ∑ ∑ ,ݒ)ݎ(ݖ)݀(ݒ)݀ )௭∈ுశభ௩∈ௌݖ − 4∑ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݑ  
          − 4∑ ,ݒ)ݎ(ݒ)݀ ଵ)௩∈ுశభݖ , 

      = ∑ ௩∈ௌ(ݑ,ݒ)ݎ4](ݒ)݀ + 4 ቀݎ(ݑ,ݒ) + ହ

ቁ + 4 ቀݒ)ݎ, (ݑ + ସ

ଷ
ቁ + 2 ቀݒ)ݎ, (ݑ +

              ଷ
ଶ
ቁ] − 4∑ ,ݒ)ݎ(ݒ)݀ −(ݑ 4 × ଷହ

ଷ௩∈ௌ , 

     = 10∑ (ݑ,ݒ)ݎ(ݒ)݀ + ଷହ
ଷ

(12݊ − 2)௩∈ௌ . 
 

ଷܥ = ଵ
ଶ
∑ (ݖ)݀
ୀଵ ൫∑ ݀൫ݖ൯ݎ൫ݖ, ൯ݖ

ୀଵ ൯ = ଵ
ଶ
ቀ4 × ଷହ

ଷ
+ 4 × ସ

ଷ
+ 4 × ସଷ

ଷ
+ 2 × ସସ

ଷ
ቁ = ଶ଼

ଷ
. 

 
Thus, ݂ܭ∗( ܵܲܥାଵ) = (ܥܲܵ )∗݂ܭ + 12∑ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݑ + 140݊+ 70 . As 

∑ ,is a random spiro chain (ଶ,ଵ)ܥܲܵ  ,ݒ)ݎ(ݒ)݀ )௩∈ௌݑ  is a random variable. 
Denote ܷଷ ≔ ∑൫ܧ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݑ ൯.  Then E(݂ܭ∗( ܵܲܥାଵ)) = ((ܥܲܵ )∗݂ܭ)ܧ +
12ܷଷ + 140݊ + 70. 

In the following, we calculate ܷଷ by considering three possible cases. 
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Case 1.  ܵܲܥ → ାଵଵܥܲܵ . 
∑ ଷ (see Figure 2), thusݕ ହ orݕ coincides with (ଵݖ)ݑ  ௩∈ௌ(ݑ,ݒ)ݎ(ݒ)݀  is given by 

∑ ,ݒ)ݎ(ݒ)݀ ହ)௩∈ௌݕ  with probability ଵ. 
 
Case 2.  ܵܲܥ → ାଵଶܥܲܵ . 

∑ ଶ (see Figure 2), thusݕ  orݕ coincides with (ଵݖ)ݑ  ௩∈ௌ(ݑ,ݒ)ݎ(ݒ)݀  is given by 
∑ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݕ  with probability ଶ. 
 
Case 3.  ܵܲܥ → ାଵଷܥܲܵ . 

(ଵݖ)ݑ   coincides with ݕସ  (see Figure 2), thus ∑ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݑ  is given by 
∑ ,ݒ)ݎ(ݒ)݀ ସ)௩∈ௌݕ  with probability ଷ = 1 − ଵ  −  .ଶ 

From Case 1, Case 2 and Case 3, we have that 
 
 ܷଷ = ଵ ∑ ௩∈ௌ(ହݕ,ݒ)ݎ(ݒ)݀ + ଶ ∑ ,ݒ)ݎ(ݒ)݀ )௩∈ௌݕ  
           +(1− ଵ  − ∑(ଶ ,ݒ)ݎ(ݒ)݀ ସ)௩∈ௌݕ , 

      = ଵ ቂ∑ ,ݒ)ݎ(ݒ)݀ ିଵ) ௩∈ௌషభݑ + 2∑ (ݒ)݀ + ଷସ
ଷ

 ௩∈ௌషభ\{௩షభ} ቃ 

ଶ+          ቂ∑ ௩∈ௌషభ (ିଵݑ,ݒ)ݎ(ݒ)݀ + ∑ (ݒ)݀ + ସ
ଷ

 ௩∈ௌషభ\{௩షభ} ቃ 

         +(1− ଵ  − (ଶ ቂ∑ ௩∈ௌషభ (ିଵݑ,ݒ)ݎ(ݒ)݀ + 3∑ (ݒ)݀ + ସସ
ଷ

 ௩∈ௌషభ\{௩షభ} ቃ, 

      = ଵ(ܷିଵଷ + 16݊ − ଵଷ
ଷ

) + ଶ(ܷିଵଷ + 10݊ + ହ
ଷ
) + (1 − ଵ  − ଶ)(ܷିଵଷ + 18݊ − ଵଽ

ଷ
), 

      = ܷିଵଷ + (18− ଵ2 − ݊(ଶ8 + ଵ2) + ଶ8 −
ଵଽ
ଷ

). 

And the initial value is ଵܷ
ଷ = ∑ (ଵݑ,ݒ)ݎ(ݒ)݀ = ଷହ

ଷ௩∈ௌభ . Thus, 

                            ܷଷ = (9 − ଵ − ଶ)݊ଶ4 + (଼
ଷ

+ ଵ +  ଶ)݊.                                    (2)4
So, 

൯(ାଵܥܲܵ )∗݂ܭ൫ܧ  = ൯(ܥܲܵ )∗݂ܭ൫ܧ  + 12ܷଷ  +  140݊ +  70  = ൯(ܥܲܵ )∗݂ܭ൫ܧ   +
(108− ଵ12 − ଶ)݊ଶ48 + (172 + ଵ12 + ݊(ଶ48 + 70. 

Since the initial value is ܧ൫݂ܭ∗( ܵܲܥଵ)൯ = 2 × 2 × 6 × ଵ
ଶ

× ቀହ


× 2 + ସ
ଷ

× 2 + ଷ
ଶ
ቁ = 70, 

൯(ܥܲܵ )∗݂ܭ൫ܧ = (36 − ଵ4 − ଶ)݊ଷ16 + (32 + ଵ12 + ଶ)݊ଶ48 + (2− ଵ8 − ݊(ଶ32 . 
This completes the proof.                                                                                                            ∎ 

 
A.4  Proof of Theorem 5.1 
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Proof. Let (ାଵܥܲܵ )ା݂ܭ  = ସܣ + ,ସܥ+ସܤ  where ܣସ = ∑ (ݑ)݀) + ௌ⊇{௨,௩}(ݒ,ݑ)ݎ((ݒ)݀ ;  
ସܤ = ∑ ∑ (ݒ)݀) + ,ݒ)ݎ((ݖ)݀ )௭∈ுశభ\{௭భ}௩∈ௌ\{௨}ݖ  and ܥସ = ∑ (ݖ)݀) +൛௭,௭ೕൟ⊆ுశభ

݀൫ݖ൯)ݎ൫ݖ ,                                                                  .൯ݖ
 
ସܣ = ∑ (ݑ)݀) + ,ݑ)ݎ((ݒ)݀ ௌ\{௩}⊇{௨,௩}(ݒ + ∑ (݀ௌశభ(ݑ) + ݑ)ݎ((ݒ)݀ ௩∈ௌ\{௩}(ݒ, , 

      = ∑ (ݑ)݀) + ,ݑ)ݎ((ݒ)݀ ௌ\{௩}⊇{௨,௩}(ݒ + ∑ ቀ݀ௌ(ݑ) + 2 +௩∈ௌ\{௩}

ቁ(ݒ)݀                ݑ)ݎ  ,(ݒ,

     = (ܥܲܵ)ା݂ܭ + 2∑ ݑ)ݎ ௩∈ௌ(ݒ,  
      = (ܥܲܵ)ା݂ܭ +  .(ܥܲܵ|ݑ)ݎ2
 
ସܤ = ∑ ∑ (ݒ)݀) + ,ݒ)ݎ((ݖ)݀ )௭∈ுశభ௩∈ௌݖ −∑ (ݒ)݀) + ௩∈ௌ(ݑ,ݒ)ݎ(4 −
              ∑ (ݒ)݀) + ,ݒ)ݎ(4 ଵ)௩∈ுశభݖ , 

      = ∑ ,ݒ)ݎ](ݒ)݀ )௩∈ௌݑ + 2 ቀݒ)ݎ, (ݑ + ହ

ቁ + 2 ቀݎ(ݑ,ݒ) + ସ

ଷ
ቁ + 2 ቀݒ)ݎ, (ݑ +

              ଷ
ଶ
ቁ] + ∑ ௩∈ௌ(ݑ,ݒ)ݎ4] + 4 ቀݎ(ݑ,ݒ) + ହ


ቁ + 4 ቀݒ)ݎ, (ݑ + ସ

ଷ
ቁ + 2 ቀݒ)ݎ, (ݑ +

               ଷ
ଶ
ቁ] −∑ ,ݒ)ݎ(ݒ)݀ −(ݑ 4∑ ,ݒ)ݎ )௩∈ௌݑ −  ଷହ

ଷ௩∈ௌ − 4 × ଷହ


, 

     = 5∑ (ݑ,ݒ)ݎ(ݒ)݀ + ௩∈ௌ(ܥܲܵ|ݑ)ݎ10 + ଷ଼ହ
ଷ
݊ − ଷହ

ଷ
. 

 
ସܥ = ∑ (ݖ)݀

ୀଵ ൫∑ ,ݖ൫ݎ ൯ݖ
ୀଵ ൯ = ଷହ


× (4 + 2 × 5) = ଶସହ

ଷ
. 

 
Thus, ݂ܭା( ܵܲܥାଵ) = (ܥܲܵ )ା݂ܭ + 5∑ ௩∈ௌ(ݑ,ݒ)ݎ(ݒ)݀ + (ܥܲܵ|ݑ)ݎ12 +

ଷ଼ହ
ଷ
݊ + 70. As  ܵܲܥ(ଵ,  .is a random variable (ܥܲܵ|ݑ)ݎ ,ଶ) is a random spiro chain

Denote ܷସ ≔ .((ܥܲܵ|ݑ)ݎ)ܧ  Then E(݂ܭା( ܵܲܥାଵ)) = ((ܥܲܵ )ା݂ܭ)ܧ + 5ܷଷ +
12ܷସ + ଷ଼ହ

ଷ
݊ + 70. 

In the following, we calculate ܷଶ by considering three possible cases. 
Case 1.  ܵܲܥ → ାଵଵܥܲܵ . 

(ଵݖ)ݑ   coincides with ݕହ  or ݕଷ  (see Figure 2), thus ݎ(ݑ|ܵܲܥ)  is given by 
 .ଵ with probability (ܥܲܵ|ହݕ)ݎ
 
Case 2.  ܵܲܥ → ାଵଶܥܲܵ . 

(ଵݖ)ݑ   coincides with ݕ  or ݕଶ  (see Figure 2), thus ݎ(ݑ|ܵܲܥ)  is given by 
 .ଶ with probability (ܥܲܵ|ݕ)ݎ
 
Case 3.  ܵܲܥ → ାଵଷܥܲܵ . 
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ସݕ coincides with (ଵݖ)ݑ   (see Figure 2), thus ݎ(ݑ|ܵܲܥ) is given by ݎ(ݕସ|ܵܲܥ) 
with probability ଷ = 1 − ଵ  −  ଶ. From Case 1, Case 2 and Case 3, we have that 
ܷସ = (ܥܲܵ|ହݕ)ݎଵ + (ܥܲܵ|ݕ)ݎଶ + (1 − ଵ  −  ,(ܥܲܵ|ସݕ)ݎ(ଶ 

      = ଵ ቂݎ(ݑିଵ|ܵܲܥିଵ) + ସ
ଷ

(5݊ − 5) + ଷହ

ቃ + ଶ  ቂݎ(ݑିଵ|ܵܲܥିଵ) + ହ


(5݊ − 5) +

                 ଷହ

ቃ + (1 − ଵ  − (ଶ  ቂݎ(ݑିଵ|ܵܲܥିଵ) + ଷ

ଶ
(5݊ − 5) + ଷହ


ቃ, 

     = ଵ(ܷିଵସ + ଶ
ଷ
݊ − ହ


) + ଶ(ܷିଵସ + ଶହ


݊ + ହ

ଷ
) + (1− ଵ  − ଶ)(ܷିଵସ + ଵହ

ଶ
݊ − ହ

ଷ
), 

     = ܷିଵସ + (ଵହ
ଶ
− ହ


ଵ −

ଵ
ଷ
݊(ଶ + (ହ


ଵ + ଵ

ଷ
ଶ −

ହ
ଷ
). 

 
And the initial value is ଵܷ

ସ = (ଵܥܲܵ|ଵݑ)ݎ = ଷହ


. Thus, 

ܷସ = (ଵହ
ସ
− ହ

ଵଶ
ଵ −

ହ
ଷ
ଶ)݊ଶ + ( ହ

ଵଶ
ଵ + ହ

ଷ
ଶ + ଶହ

ଵଶ
)݊. 

From Equation  2, 
ܷଷ = (9 − ଵ − ଶ)݊ଶ4 + (଼

ଷ
+ ଵ +  .݊(ଶ4

We have 
൯(ାଵܥܲܵ )ା݂ܭ൫ܧ = ൯(ܥܲܵ )ା݂ܭ൫ܧ + 5ܷଷ + 12ܷସ + ଷ଼ହ

ଷ
݊ + 70, 

                        = ൯(ܥܲܵ )ା݂ܭ൫ܧ + (90− ଵ10 − ଶ)݊ଶ40 + ቀହ
ଷ

+ ଵ10 + ଶቁ݊40 + 70 . 

Since the initial value is ܧ൫݂ܭା( ܵܲܥଵ)൯ = 70, so 

൯(ܥܲܵ )ା݂ܭ൫ܧ           = ቀ30− ଵ
ଷ
ଵ −

ସ
ଷ
ଶቁ ݊ଷ + (115 + ଵ10 +  ଶ)݊ଶ40

                                        + ቀହ
ଷ
− ଶ

ଷ
ଵ −

଼
ଷ
ଶቁ ݊ 

This completes the proof.                                                                                                            ∎ 
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