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ABSTRACT. Quantitative  structure-property  relationship (QSPR) for estimating the 
adsorption  of  aliphatic alcohols  onto activated carbon  were developed  using substructural 
molecular fragments (SMF) method. The adsorption capacity of activated carbon (gr/100grC) 
for 150 aliphatic alcohols onto activated carbon (AC) is studied under equilibrium conditions. 
Forward and backwards stepwise regression variable selection and multilinear regression 
(MLR) are combined to describe the effect of molecular structure on the adsorption capacity 
of activated carbon according to the QSPR method. To quantitatively relate adsorption 
capacity (Qe) with the molecular structure MLR analysis is performed on the set of 15 
substructural molecular fragments (SMF) provided by the software ISIDA. The five fragments 
selected by variable subset selection, all belonging to the subfragments, adequately represent 
the structural factors influencing the affinity of alcohols to AC in the adsorption process. 
Finally, a QSPR model is selected based on leave-one-out cross-validation and its prediction 
ability is further tested on 30 representative compounds excluded from model calibration. The 
prediction results from the MLR models are in good agreement with the experimental values. 
By applying MLR method we can predict the test set (30 compounds) with squared cross 
validated correlation coefficient (Q2

ext) of 0.9538 and root mean square error (RMSE) of 
2.0832. 
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1. INTRODUCTION 

Adsorption phenomena have been used to perform separation and purification processes for 
the organic compounds. Such processes usually use a suitable porous solid adsorbent with a 
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high surface area and or a high micro-pore volume. Activated carbons are excellent and 
versatile adsorbents. Their important applications relate to their use in the adsorptive 
removal of colour, odour, taste, and other undesirable organic and inorganic impurities 
from drinking waters; in the treatment of urban ground and industrial waste water; solvent 
recovery; air purification in inhabited spaces such as restaurants, food processing, and 
chemical industries; for the removal of colour from various types of sugar syrups, oils, and 
fats; in the purification of many chemical, food, and pharmaceutical products; in respirators 
for work under hostile environments; and in various other gas-phase applications[1]. They 
are increasingly being used in hydrometallurgy for the recovery of gold, silver, and other 
inorganic and as catalytic and catalyst supports. Their use in medicine and health 
applications to combat certain types of bacterial ailment and for the removal of certain 
toxins is well-known. These applications of activated carbon are of interest to most 
economic sectors and concern areas as diverse as the food, pharmaceutical, chemical, 
petroleum, mining, nuclear, automobile, and vacuum industries [2]. The adsorption data are 
generated by carrying out isotherms in batch reactors. The Freundlich classical model is 
used to fit the isotherms: 
 

ܳ௘ = ܭ × ௘ܥ
ଵ/௡  (1)                                         (ℎ݈ܿ݅݀݊ݑ݁ݎܨ)   

௘ܳ݃݋ܮ = ܭ݃݋݈ + ቀଵ
௡
ቁ ௘ܥ݃݋݈                                               (2) 

where Ce  is the solution concentration at equilibrium (mgL-1), Qe the adsorption capacity at 
equilibrium (mg.g-1), K a Freundlich parameter (mg1-1/nL1/ng-1) and 1/n a Freundlich 
parameter. Different compounds have different adsorption capabilities onto activated 
carbon [3]. Like other properties, an adsorption capability is highly related to the molecular 
structures. Therefore, whether the treatment of a compound can be performed by activated 
carbon or not will largely rely on its structure. Since there are many compounds in the 
environment, it is difficult and time-consuming to experimentally determine the adsorption 
capability for all compounds. Thus, accurate prediction of adsorption capability of a 
compound on to activated carbon will be very interesting and useful. Some works have 
been published to predict the activated carbon adsorption capability by quantitative 
structure-activity relationship (QSAR) [4-17]. However, considering the large number of 
chemicals identified as alcohols, it would be interesting to develop relationships between 
the adsorbability of a great number of compounds and their structural fragments to predict 
the adsorption of new compounds without experimentation and to understand the 
adsorption mechanism. These quantitative structure property relationships (QSPR) are 
generally used to correlate the biological, chemical, or physical property of a compound 
with its physico-chemical characteristics. In our previous papers, we reported on the 
application of QSPR techniques in to develop a new, simplified approach to prediction of 
compounds properties [18-23]. 
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For the first time, we applied the sub-structural molecular fragment (SMF) method for 
modeling the equilibrium adsorption of aliphatic alcohols onto activated carbon. The goal 
of this study is to develop a SMF method and the related software tools, to model 
relationships between the structure of 150 aliphatic alcohols and their adsorbability onto 
activated carbon. This method is based on to represent a molecule by its fragments and on 
to calculate their contributions to a given property. It uses two types of fragments: (i) the 
sequences of atoms and/or bonds (atom and/or bond paths up to specified maximal length) 
and (ii) “augmented” represented by a selected atom and/or bonds with its environment. In 
fact, it represents an extension of empirical methods used to calculate physical or chemical 
properties of molecules using atomic or bond increments. 
 
2. DATA AND METHODS 

The QSPR model for the estimation of the equilibrium adsorption of various aliphatic 
alcohol compounds is established in the following six steps: the molecular structure input 
and generation of the files containing the chemical structures is stored in a computer-
readable format; quantum mechanics geometry is optimized with a semi-empirical (AM1) 
method; sub-structural molecular fragments are computed; molecular fragments are 
selected; and the molecular fragments–Qe model is generated by the multilinear regression 
analysis (MLRA), and statistical approval techniques and prediction analysis. 
 
2.1. Experimental Data 

The 150 aliphatic alcohols and corresponding properties used in this study are available 
from Yaws’ Handbook of thermodynamic and physical properties of chemical compounds 
[24]. The adsorption capacities of these compounds to activated carbon in liquid phase were 
obtained as capacities of equilibrium adsorption (g/100 g Carbon). The values were used as 
dependent variable in the following analyses and the values ranged from 7.39 to 44.60. The 
names of the compounds used in this study with their adsorption capabilities are listed in 
the Table 1. 
 
2.2. Computer Hardware and Software 

All calculations were run on a Dell Inspiron N5010 laptop computer with Intel® Core™ i7 
processor with Windows 7 operating system. The molecular structures of all compounds 
were drawn into the HyperChem 7.5 program (Hypercube, Inc., Gainesville, 2003) and 
preoptimized using MM+ molecular mechanics method (Polak–Ribiere algorithm). The 
final geometries of the minimum energy conformation were obtained by more precise 
optimization with the semi-empirical AM1 method, applying a root mean square gradient 
limit of 0.01 (Kcal.mol-1. Å-1), as a stopping criterion for optimized structures. Then, the 
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resulted geometries were put in to ISIDA/QSPR (version 5.76.003, 2010) to calculate 
substructural molecular fragments. The ISIDA/QSPR program realizes the substructural 
molecular fragments (SMF) method for QSPR/MLRA modeling. The SMF method is based 
on the splitting of molecular graph into fragments, and on the calculation of their 
contributions to a given property. 
 

2.3. Computational Procedure  

 2.3.1. Substructural Molecular Fragments  

The ISIDA/QSPR program realizes the substructural molecular fragments (SMF) method 
[25-31], which is based on the splitting of a molecular graph on fragments (subgraphs), and 
on the calculation of their contributions to a given property Y. Two classes of fragments are 
used: “sequences” (I) and “augmented” (II). Three sub-types AB, A and B are defined for 
each class. For the fragments I, they represent sequences of atoms and bonds (AB), of 
atoms only (A), or of bonds only (B). Shortest or all paths from one atom to the other are 
used. For each type of sequences, the minimal (nmin) and maximal (nmax) number of 
constituted atoms must be defined. Thus, for the partitioning I(AB, nmin - nmax), I(A, nmin - 
nmax) and I(B, nmin - nmax), the program generates “intermediate” sequences involving n 
atoms (nmin  n  nmax). In the current version of ISIDA/QSPR, nmin  2 and nmax  15. An 
“augmented” represents a selected atom with its environment including both neighbouring 
atoms and bonds (AB), or atoms only (A, without taking hybridization of neighbours into 
account, or Hy, where hybridization of neighbours is accounted for), or bonds only (B). 
2.3.2. Variable Selection Procedures 

Generally, generated pool of descriptors is much larger than the number of 
compounds in the training set; therefore procedures for selecting variables should be 
applied to build statistically significant multilinear regressions. In ISIDA, a combination of 
forward and backward stepwise variable selection procedures is used. 

1). Filtering stage. The program eliminates variables Xi which have small 
correlation coefficient with the property, Ry,i < R0

y,i, and those highly correlated 
with other variables Xj (Ri,j > R0

i,j), which were already selected for the model. In 
this work, the values R0

y,i = 0.001, …  and R0
i,j = 0.75, … were used. Fragments 

always occurring in the same combination in each compound of the training set 
(concatenated fragments) are treated as one extended fragment.  
 
2). Forward stepwise pre-selection stage. The suite of forward and backward 
stepwise algorithms has been used for variable pre-selection in ISIDA/QSPR 
studies by the variable selection suite (VSS) program. Three algorithms for 
forward stepwise variable selection are based on the calculations of correlation 
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coefficients and subtractions. This is an iterative procedure, on each step of which 
the program selects one Xi (two Xi and Xj or three variables Xi , Xj and Xk) 
maximizing the correlation coefficient Ry,j (Ry,ij or Ry,ijk) between Xi (Xi and Xj or 
Xi, Xj and Xk) and dependent variable Y. At the first step (s = 1), the modeled 
property for each compound is taken as its experimental one Ys = Y. At each next 
step s, as the property  value Ys is used residual Ys = Ys-1 - Ycalc, where Ycalc = c0 + 
ciXi (Ycalc = c0 + ciXi + cjXj or Ycalc = c0 + ciXi + cjXj + ckXk) is calculated property 
by the one-variable (two- or three-variables) model with selected variable Xi 
(variables Xi and Xj or Xi, Xj and Xk). This loop is repeated until the number of 
variables k reaches a user-defined value; in this work, k was analyzed from 0.1n to 
0.9n, where n is the number of the molecules in the training set.  
 
3). Backward stepwise selection stage. The final selection is performed using 
backward stepwise variable selection procedure based on the t statistic criterion. 
Here, the program eliminates the variables with low ti = ci/si values, where si is 
standard deviation for the coefficient ci at the i-th variable in the model. First, the 
program selects the variable with the smallest t < t0, then it performs a new fitting 
excluding that variable. This procedure is repeated until t  t0 for selected variables 
or if the number of variables reaches the user’s defined value. Here, t0, the 
tabulated value of Student’s criterion, is a function of the number of data points, 
the number of variables, and the significance level. Default value of the t0 is 1.96, 
it can be analyzed from 1.96 to 3.9. 

 

2.3.3. Multilinear Regression Model 

The modeled physical or chemical property Y can be quantitatively calculated accounting 
for contributions of fragments using linear (3) fitting equations. 
       

ܻ = ଴ܣ + ∑ ௜௜ܣ × ௜ܰ + Γ, Additive Model                             (3)  
     
where ai is a fragment contributions, Ni is the number of fragments of i type. The ao term is 
fragment independent and Γ  term is external descriptors (e.g., topological, electronic, etc.) 
by default Γ = 0. Contributions of ai are calculated by minimizing a functional 

U[ ai] = 
1

n

i
i

w

 (Yexp,i – Ycalc,i)2 => min                                     (4) 

where n is the number of the compounds in the training set, wi the weight accounting for 
the accuracy of the experimental data, Yexp and Ycalc are, respectively, experimental and 
calculated according to (3) property values. The equation (3) represents calculation of 
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property Y by using additive contributions of fragments. The coefficients of the equation (3) 
being optimized at the training stage are then used to estimate Y values of the compounds 
from the test set or to screen external databases of real or virtual compounds. 
Using singular value decomposition method (SVD), ISIDA/QSPR fits the ai terms in 
equations (3) and calculates corresponding statistical characteristics (correlation coefficient 
(R), standard deviation (s), Fischer’s criterion (F), cross-validation correlation coefficient 
(Q), standard deviation of predictions (sPRESS), Kubyni's criterion (FIT), RH-factor of 
Hamilton and matrix of pair correlations (covariation matrix) for the terms ai ) and 
performs statistical tests to select the best models. The prediction ability of the models is 
characterized by leave-one-out correlation coefficient Q2 and by leave-one-out standard 
deviation spress, as well as by dispersions of predicted values of <Ypred> averaged over several 
models. 

 

2.3.4. Validation of QSPR Models 

In ISIDA/QSPR calculations, each initial data set was split into two sub-sets: training and 
test sets. The QSPR models were built on the training set followed by “prediction” 
calculations for the test set. Before a QSPR model is used to predict the properties for new 
compounds, it should be validated both internally and externally to ensure that the built 
model is robust, reliable, stable and predictive. In the current work, several statistic terms 
such as squared correlation coefficient R2 for the training set fitness and Q2

ext for the 
external predictive ability, leave-one-out (LOO) cross-validated Q2

LOO and root mean 
square error (RMSE) were used to assess the internal and external predictive ability of the 
proposed model. The corresponding statistical parameters were defined as: 

૛ࡾ = ૚ − ∑ ࢔૛(ࢋ࢏࢟ି࢖࢏࢟)
࢏

∑ ࢔ࢇࢋ࢓࢟ିࢋ࢏࢟)
࢔૛(ࢍ࢔࢏࢔࢏ࢇ࢚࢘

࢏
                                   (5) 

ࡻࡻࡸࡽ
૛ = ૚ −

∑ (௬೔೛ି௬೔೎ೡ)మ೙
೔

∑ (௬೔೐ି௬೘೐ೌ೙
೟ೝೌ೔೙೔೙೒)మ೙

೔
                                  (6) 

 
࢚࢞ࢋࡽ
૛ = ૚ −

∑ (௬೔೛ି௬೔೐)మ೙
೔

∑ (௬೔೐ି௬೘೐ೌ೙
೟೐ೞ೟ )మ೙

೔
                                   (7) 

 

ࡱࡿࡹࡾ = ට∑ ࢔૛(ࢋ࢏࢟ି࢖࢏࢟)
࢏

࢔
                                       (8) 

 
 

Where i represents ith molecule, yie is the desired output (experimental property),yip the 
actual output, yicv is the output of  leave-one-out cross-validation, ytraining mean and y test mean 
are the mean values of yip for the training and test sets, respectively. N is the number of 
compounds in the training or test set. In addition, the built model was also validated 
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externally using the test set compounds due to the fact that the best way to evaluate the 
predictive ability of a QSPR model is its validation using compounds not included in the 
training set with known properties. 

 
3. RESULTS AND  DISCUSSION 

The ISIDA program has been developed to establish structure-property relationships based 
on the SMF partitioning. The program inputs data in the SDF format [32] containing 
structural and properties information. The graphical interface of ISIDA allows to attribute 
data to the learning or to the validation sets and to set up the parameters of calculations 
(type of fragments, minimal and maximal number of atoms/bonds in the sequences, type of 
equation). A QSPR is a mathematical relationship between a property of a chemical, in this 
case adsorbability onto activated carbon, and molecular fragments of the chemical. The 
fragments are obtained from the structure of the chemical. First a training set of adsorption 
data is used to statistically establish the relationship between adsorbability and the 
molecular fragments. The QSPR can then be used to predict the adsorbability of untested 
chemicals for which the fragments are known. Thus the fragments selected to describe this 
process in a QSPR should be able to describe the relative affinities of chemicals for 
activated carbon. To establish relationships between the structure of aliphatic alcohols and 
their adsorption properties, we used the recently developed substructural molecular 
fragments (SMF) method which is based on the representation of the molecular graph by 
fragments and on the calculation of their contributions to a given property. The sequences 
fragments represent sequences of atoms and bonds (AB), of atoms only (A), or of bonds 
only (B). The length of sequences varies from 2 to 15 atoms. For any sequence containing 
from nmin to nmax atoms, all fragments of nmax, nmax-1, nmax-2,..., nmin length are considered. In 
this work, the I(AB, 2-6) decomposition scheme corresponds to five sequences containing 
6, 4, 4, 3, and 2 atoms and linking bonds are selected. To select the most relevant fragments 
to the adsorption capabilities, 15 fragments calculated by ISIDA for each compound were 
used as the inputs for stepwise regression. The 120 alcohols were selected for the training 
set and 30 alcohols for the test set. The optimum subset size was reached when adding 
another fragment did not improve the performance of the model significantly. Through this 
procedure, the 5-parameter model was selected as the best model. It can be described at 
Table 2. The quality of a QSPR model is generally expressed by its fitting ability and 
prediction ability, and the latter one is more important. The statistical parameters for the 
test set were Q2

ext of 0.9538 and standard deviation error of prediction (SDEP) of 1.8183.  
When a compound is split into constitutive fragments, the fragments contributions to the 
adsorption capacity (Qe) (gr/100grC) or to any other physical or chemical property are 
calculated using linear fitting equation: 

ܳ௘ = ଴ܣ + ௜ܣ)∑ × ௜ܰ)                                         (9) 
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Here, Ai is contribution of fragment, and Ni is the number of fragments of i type. The Ao 

term is fragment independent. The fragments contributions as fitted coefficients in the 
equation (9) at the learning stage are used to predict Qe for the compounds from the 
validation set. Set of fragments, coefficients of the equation, standard deviations for 
coefficients and their t-test for equation (9) are shown in Table 2. This shows that the 
adsorbability increases as C-C, C-C-C-C, C-C-C-C-C-C,  increase, and C-C-O, C-C-C-O 
decrease, respectively. The correlation matrix between selected fragments and Qe are 
significant (see Table 3). On the other hand, the signs of the coefficients were used in order 
to determine the influence of each variable, positive or negative, on the adsorbability Qe. 
The experimental, predicted and residuals data for training set (120 compounds) and test set 
(30 compounds)  are shown in Tables 4 and 5. The statistical results of training and external 
validation of model are shown in Table 6.  

Carbon surface has a unique character. It has a porous structure which determines its 
adsorption capacity, it has a chemical structure which influences its interaction with polar 
and non-polar adsorbates, it has active sites in the form of edges, dislocations and 
discontinuities which determine its chemical reactions with other atoms. The determination 
of a correct model for adsorption on activated carbon adsorbents with complex chemical 
structure is therefore, a complicated problem. A proper model must take into consideration 
both the chemical and the porous structure of the carbon, which includes the nature and 
concentration of the surface chemical groups, the polarity of the surface, the surface area, 
and the pore size distribution, as well as the physical and chemical characteristics of the 
adsorbate, such as its chemical structure, polarity, and molecular dimensions. Adsorption 
arises as a result of the unsaturated and unbalanced molecular forces that are present on 
every solid surface. Thus, when a solid surface is brought into contact with a liquid or gas, 
there is an interaction between the fields of forces of the surface and that of the liquid or the 
gas. The solid surface tends to satisfy these residual forces by attracting and retaining on its 
surface the molecules, atoms, or ions of the gas or liquid. The adsorption involves two 
types of forces: physical forces that may be dipole moments, polarization forces, dispersive 
forces, or short-range repulsive interactions and chemical forces that are valency forces 
arising out of the redistribution of electrons between the solid surface and the adsorbed 
atoms. Depending upon the nature of the forces involved, the adsorption is of two types: 
physical adsorption and chemical adsorption. In the case of physical adsorption, the 
adsorbate is bound to the surface by relatively weak van der Walls forces, which are similar 
to the molecular forces of cohesion and are involved in the condensation of vapors into 
liquids. Chemisorption, on the other hand, involves exchange or sharing of electrons 
between the adsorbate molecules and the surface of the adsorbent resulting in a chemical 
reaction. The bond formed between the adsorbate and the adsorbent is essentially a 
chemical bond and is thus much stronger than in the physisorption. Physical adsorption is 
nonspecific and occurs between any adsorbate-adsorbent systems, but chemisorption is 
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specific. The type of adsorption that takes place in a given adsorbate-adsorbent system 
depends on the nature of the adsorbate, the nature of the adsorbent, the reactivity of the 
surface, the surface area of the adsorbate, and the temperature and pressure of adsorption. 
This study shows that linear molecules seem to be better adsorbed onto activated carbon 
than bulky molecules, because of an adsorption which is located between the micro-
graphitic planes of AC. The adsorption process occurs via a donor-acceptor interaction 
between the surface of the activated carbon and the solute. Physical adsorption onto 
activated carbon mainly involves Van der Waals forces (dispersion–repulsion). In general, 
molecular fragments correlate well with physical properties that are dependent on 
molecular volume as each index incorporates a summation of terms representing fragments 
of the molecules. Thus in the QSPR here, one sees a general increase in absorbability as 
molecular size increase, reflected in increases in fragments. Thus in a homologous series 
such as the alcohols, adsorption increases with increasing chain length data and  Van der 
Waals forces. 
 
4. CONCLUSION 

In this work, MLR modeling method was used to study the quantitative structure-property 
relationship of adsorption capability into activated carbon for an aliphatic alcohol data set. 
We can conclude that: firstly, the prediction results indicate that the multi-linear regression 
modeling method can improve the prediction accuracy significantly for this large data set; 
secondly, the models developed in this work provide an accurate model that can be used to 
predict the adsorption capability to activated carbon from the molecular structure only. In 
this case the physical adsorption occurs between molecular structures and activated carbon. 
Physical adsorption onto activated carbon mainly involves Van der Waals forces. In this 
paper, new QSPR models have been developed for predicting the Qe of a diverse set of 
alcohols from the molecular structure alone. The obtained results show that MLR method 
could model the relationship between Qe and their sub-structural fragmental. By 
performing model validation, it can be concluded that the presented model is a valid model 
and can be effectively used to predict the Qe of alcohols with an accuracy approximating 
the accuracy of experimental Qe determination. It can be reasonably concluded that the 
proposed model would be expected to predict Qe for new aliphatic alcohols for which 
experimental values are unknown. The main advantages of fragment descriptors lie in the 
simplicity of their computation, the easiness of their interpretation as well as in efficiency 
of their applications in similarity searches and SAR/QSAR/QSPR modeling.  
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Table 1. Experimental data of equilibrium adsorption at maximum 
concentration of alcohols on activated carbon. 
 
NO Name Qe 

(gr/100grC) 
NO Name Qe  

(gr/100gr C) 
1 butan-1-ol 10.16 51 2,2-dimethylpentan-3-ol 25.99 
2 butan-2-ol 7.39 52 2,3-dimethylpentan-3-ol 27.75 
3 2,2-diethylbutan-1-ol 42.41 53 2-ethylbutan-1-ol 26.35 
4 3,3-dimethylbutan-1-ol 26.05 54 4-ethylhexan-1-ol 39.52 
5 2,3-dimethylbutan-1-ol 28.92 55 3-ethylhexan-1-ol 39.75 
6 2,2-dimethylbutan-1-ol 24.30 56 2-ethylhexan-1-ol 40.19 
7 4,4-dimethylhexan-1-ol 40.41 57 2-ethylpentan-1-ol 37.91 
8 4,5-dimethylhexan-1-ol 40.41 58 3-ethylpentan-1-ol 37.85 
9 5,5-dimethylhexan-1-ol 40.41 59 4-ethylhexan-2-ol 39.45 
10 2,3-dimethylhexan-1-ol 36.95 60 3-ethylhexan-2-ol 39.52 
11 3,4-dimethylhexan-1-ol 39.98 61 3-ethylpentan-2-ol 32.14 
12 3,3-dimethylhexan-1-ol 40.34 62 3-ethylpentan-2-ol 35.99 
13 2,4-dimethylhexan-1-ol 37.40 63 4-ethylhexan-3-ol 38.01 
14 2,2-dimethylhexan-1-ol 36.34 64 3-ethylpentan-3-ol 28.77 
15 3,5-dimethylhexan-1-ol 40.71 65 heptan-2-ol 34.97 
16 2,4-dimethylpentan-1-ol 34.40 66 heptan-1-ol 40.21 
17 2,3-dimethylpentan-1-ol 37.27 67 heptan-3-ol 33.38 
18 2,2-dimethylpentan-1-ol 32.34 68 hexan-1-ol 29.47 
19 3,3-dimethylpentan-1-ol 37.44 69 hexan-3-ol 23.50 
20 3,4-dimethylpentan-1-ol 37.41 70 hexan-2-ol 23.78 
21 4,4-dimethylpentan-1-ol 34.51 71 2-methylpropan-1-ol 9.78 
22 2,2-dimethylpropan-1-ol 13.31 72 3-methylbutan-1-ol 17.60 
23 2,3-dimethylbutan-2-ol 18.38 73 2-methylbutan-1-ol 17.25 
24 3,3-dimethylbutan-2-ol 18.67 74 3-methylheptan-1-ol 40.19 
25 2-ethyl-2,3-dimethylbutan-1-ol 42.35 75 2-methylheptan-1-ol 41.41 
26 2-ethyl-3,3-dimethylbutan-1-ol 42.39 76 4-methylheptan-1-ol 40.05 
27 2,3-dimethylhexan-2-ol 36.54 77 5-methylheptan-1-ol 41.97 
28 4,5-dimethylhexan-2-ol 37.48 78 6-methylheptan-1-ol 42.57 
29 4,4-dimethylhexan-2-ol 37.48 79 2-methylhexan-1-ol 36.26 
30 3,5-dimethylhexan-2-ol 36.75 80 5-methylhexan-1-ol 40.00 
31 3,4-dimethylhexan-2-ol 41.33 81 4-methylhexan-1-ol 40.85 
32 3,3-dimethylhexan-2-ol 36.80 82 3-methylhexan-1-ol 40.52 
33 2,5-dimethylhexan-2-ol 32.76 83 4-methylpentan-1-ol 29.56 
34 2,4-dimethylhexan-2-ol 32.06 84 3-methylpentan-1-ol 30.18 
35 5,5-dimethylhexan-2-ol 38.95 85 2-methylpentan-1-ol 27.54 
36 2,4-dimethylpentan-2-ol 24.60 86 3-methylbutan-2-ol 14.43 
37 4,4-dimethylpentan-2-ol 26.26 87 2-ethyl-3-methylbutan-1-ol 36.28 
38 2,3-dimethylpentan-2-ol 27.16 88 2-ethyl-2-methylbutan-1-ol 33.82 
39 3,4-dimethylpentan-2-ol 32.66 89 2-ethyl-4-methylpentan-1-ol 43.20 
40 3,3-dimethylpentan-2-ol 30.08 90 2-ethyl-3-methylpentan-1-ol 43.49 
41 5,5-dimethylhexan-3-ol 33.53 91 2-ethyl-2-methylpentan-1-ol 43.62 
42 2,2-dimethylhexan-3-ol 34.75 92 5-methylheptan-2-ol 40.33 
43 4,4-dimethylhexan-3-ol 36.05 93 2-methylheptan-2-ol 34.16 
44 2,3-dimethylhexan-3-ol 35.74 94 6-methylheptan-2-ol 40.03 
45 2,5-dimethylhexan-3-ol 35.30 95 4-methylheptan-2-ol 39.72 
46 3,4-dimethylhexan-3-ol 33.59 96 3-methylheptan-2-ol 38.18 
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Table 1. Continued 
NO Name Qe 

 (gr/100gr C) 
NO Name Qe 

 (gr/100gr C) 
47 
48 
49 
50 
101 

3,5-dimethylhexan-3-ol 
2,4-dimethylhexan-3-ol 
4,5-dimethylhexan-3-ol 
2,4-dimethylpentan-3-ol 
3-methyl-2-(propan-2-yl)butan-1-ol 

33.03 
36.23 
34.80 
27.04 
42.41 

97 
98 
99 
100 
126 

2-methylhexan-2-ol 
4-methylhexan-2-ol 
3-methylhexan-2-ol 
5-methylhexan-2-ol 
octan-3-ol 

27.92 
31.21 
31.68 
30.88 
41.92 

102 3-methylpentan-2-ol 23.37 127 octan-1-ol 44.60 
103 4-methylpentan-2-ol 23.18 128 pentan-3-ol 14.75 
104 2-methylpentan-2-ol 18.86 129 pentan-1-ol 18.78 
105 3-ethyl-2-methylpentan-1-ol 42.63 130 pentan-2-ol 15.21 
106 3-ethyl-3-methylpentan-1-ol 42.63 131 2-propylpentan-1-ol 39.14 
107 3-ethyl-4-methylpentan-1-ol 42.63 132 2,2,3,3-tetramethylbutan-1-ol 42.39 
108 3-ethyl-4-methylpentan-2-ol 38.37 133 2,3,3-trimethylbutan-1-ol 35.19 
109 3-ethyl-2-methylpentan-2-ol 35.70 134 2,2,3-trimethylbutan-1-ol 34.56 
110 3-ethyl-3-methylpentan-2-ol 37.52 135 2,3,3-trimethylpentan-1-ol 43.60 
111 3-ethyl-2-methylpentan-3-ol 36.41 136 3,4,4-trimethylpentan-1-ol 40.88 
112 2-methylheptan-3-ol 39.00 137 3,3,4-trimethylpentan-1-ol 40.88 
113 3-methylheptan-3-ol 36.53 138 2,4,4-trimethylpentan-1-ol 40.84 
114 4-methylheptan-3-ol 33.23 139 2,2,4-trimethylpentan-1-ol 39.90 
115 5-methylheptan-3-ol 33.13 140 2,2,3-trimethylpentan-1-ol 42.55 
116 6-methylheptan-3-ol 35.37 141 2,3,4-trimethylpentan-1-ol 41.85 
117 2-methylhexan-3-ol 29.00 142 2,3,3-trimethylbutan-2-ol 24.87 
118 5-methylhexan-3-ol 30.18 143 2,3,3-trimethylpentan-2-ol 36.00 
119 3-methylhexan-3-ol 28.27 144 3,4,4-trimethylpentan-2-ol 36.47 
120 4-methylhexan-3-ol 30.46 145 2,3,4-trimethylpentan-2-ol 34.88 
121 3-methylpentan-3-ol 19.55 146 3,3,4-trimethylpentan-2-ol 39.33 
122 2-methylpentan-3-ol 20.70 147 2,4,4-trimethylpentan-2-ol 31.05 
123 2-methylheptan-4-ol 37.87 148 2,3,4-trimethylpentan-3-ol 35.78 
124 3-methylheptan-4-ol 38.20 149 2,2,3-trimethylpentan-3-ol 33.82 
125 4-methylheptan-4-ol 36.32 150 2,2,4-trimethylpentan-3-ol 32.90 

 
Table 2. Set of fragments, Coefficients (Ai) of the equation, standard deviations for 
coefficients and their t-Test for ܳ௘ = ଴ܣ + ௜ܣ)∑ × ௜ܰ). 
 
NO Variable[i] Contribution (Ai) Standard deviation (∆A) t-Test 

0 A0 -0.90751 0.05 17.90 

1 C-C 5.9394 0.39 15.24 
2 C-C-O -3.5797 0.25 14.16 
3 C-C-C-O -0.8072 0.21 3.90 

4 C-C-C-C 0.87059 0.19 4.61 
5 C-C-C-C-C-C  1.16071 0.41 2.84 

 
Table 3. Correlation matrix between fragments and Qe. 
 C-C C-C-O C-C-C-O C-C-C-C C-C-C-C-C-C 
C-C 1     
C-C-O 0.1152 1    
C-C-C-O 0.1739 0.2091 1   
C-C-C-C 0.7049 0.0689 0.2173 1  
C-C-C-C-C-C 0.2585 0.0384 -0.1462 -0.0503 1 
Qe 0.8736 -0.2773 -0.0139 0.7583 0.2635 
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Table 4.  Data of experimental, predicted and residual for training set of alcohol compounds. 
NO Qe_exp Predicted Residual NO. Qe_exp Predicted Residual NO. Qe_exp Predicted Residual 

5 7.39 6.49 0.90 52 27.75 27.62 0.13 102 23.37 24.20 -0.83 

3 42.41 42.79 -0.38 53 26.35 27.92 -1.57 103 23.18 23.68 -0.50 

4 26.05 26.19 -0.14 54 39.52 42.83 -3.31 104 18.86 19.96 -1.10 

5 28.92 27.32 1.60 55 39.75 42.83 -3.08 105 42.63 42.86 -0.23 

7 40.41 41.68 -1.27 57 37.91 35.07 2.84 107 42.63 43.46 -0.83 

8 40.41 42.23 -1.82 58 37.85 36.85 1.00 108 38.37 39.15 -0.78 

9 40.41 39.33 1.08 59 39.45 39.11 0.34 109 35.7 35.43 0.27 

10 36.95 41.63 -4.68 60 39.52 38.51 1.01 110 37.52 39.07 -1.55 

12 40.34 41.68 -1.34 62 35.99 34.20 1.79 112 39.00 37.86 1.14 

13 37.40 40.51 -3.11 63 38.01 37.92 0.09 113 36.53 34.74 1.79 

14 36.34 38.14 -1.80 64 28.77 28.22 0.55 114 33.23 37.92 -4.69 

15 40.71 41.11 -0.40 65 34.97 32.50 2.47 115 33.13 38.46 -5.33 

17 37.27 35.65 1.62 67 33.38 31.90 1.48 117 29.00 29.58 -0.58 

18 32.34 32.21 0.13 68 29.47 27.94 1.53 118 30.18 30.18 0.00 

19 37.44 35.64 1.80 69 23.50 23.63 -0.13 119 28.27 27.64 0.63 

20 37.41 36.25 1.16 70 23.78 24.22 -0.44 120 30.46 30.76 -0.30 

22 13.31 14.43 -1.12 72 17.60 19.06 -1.46 122 20.70 22.49 -1.79 

23 18.38 19.88 -1.50 73 17.25 18.46 -1.21 123 37.87 38.46 -0.59 

24 18.67 21.28 -2.61 74 40.19 42.77 -2.58 124 38.20 37.86 0.34 

25 42.35 42.18 0.17 75 41.41 42.17 -0.76 125 36.32 34.80 1.52 

27 36.54 34.20 2.34 77 41.97 42.77 -0.80 127 44.60 44.49 0.11 

28 37.48 38.51 -1.03 78 42.57 42.77 -0.20 128 14.75 15.35 -0.60 

29 37.48 37.96 -0.48 79 36.26 33.90 2.36 129 18.78 19.66 -0.88 

30 36.75 36.79 -0.04 80 40.00 34.49 5.51 130 15.21 15.95 -0.74 

32 36.80 36.77 0.03 82 40.52 35.67 4.85 132 42.39 40.98 1.41 

33 32.76 32.44 0.32 83 29.56 27.39 2.17 133 35.19 34.45 0.74 

34 32.06 33.67 -1.61 84 30.18 28.51 1.67 134 34.56 33.85 0.71 

35 38.95 35.61 3.34 85 27.54 26.80 0.74 135 43.60 42.78 0.82 
37 26.26 29.69 -3.43 87 36.28 35.65 0.63 137 40.88 43.38 -2.50 
38 27.16 28.21 -1.05 88 33.82 34.45 -0.63 138 40.84 38.31 2.53 
39 32.66 31.93 0.73 89 43.20 40.51 2.69 139 39.90 37.71 2.19 
40 30.08 30.73 -0.65 90 43.49 42.81 0.68 140 42.55 41.07 1.48 
42 34.75 33.82 0.93 92 40.33 39.05 1.28 142 24.87 26.41 -1.54 
43 36.05 36.18 -0.13 93 34.16 35.33 -1.17 143 36.00 34.75 1.25 
44 35.74 33.60 2.14 94 40.03 39.05 0.98 144 36.47 37.94 -1.47 
45 35.30 34.96 0.34 95 39.72 39.11 0.61 145 34.88 34.83 0.05 
47 33.03 33.08 -0.05 97 27.92 27.06 0.86 147 31.05 31.47 -0.42 
48 36.23 35.60 0.63 98 31.21 31.95 -0.74 148 35.78 33.64 2.14 
49 34.80 37.32 -2.52 99 31.68 31.36 0.32 149 33.82 33.03 0.79 
50 27.04 28.50 -1.46 100 30.88 30.78 0.10 150 32.90 32.80 0.10 
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Table 5. Predicted and residual equilibrium adsorption at maximum concentration for  test 
set of alcohol compounds. 
 
NO. Qe(exp) Predicted Residual NO. Qe(exp) Predicted Residual 

1 10.16 10.21 -0.05 76 40.05 42.83 -2.78 
6 24.30 25.00 -0.70 81 40.85 35.67 5.18 
11 39.98 43.4 -3.42 86 14.43 14.75 -0.32 
16 34.40 33.41 0.99 91 43.62 40.49 3.13 
21 34.51 33.41 1.10 96 38.18 38.46 -0.28 
26 42.39 41.66 0.73 101 42.41 42.26 0.15 
31 41.33 39.09 2.24 106 42.63 43.98 -1.35 
36 24.60 26.57 -1.97 111 36.41 34.24 2.17 
41 33.53 35.02 -1.49 116 35.37 38.46 -3.09 
46 33.59 34.78 -1.19 121 19.55 20.48 -0.93 
51 25.99 27.90 -1.91 126 41.92 40.18 1.74 
56 40.19 42.17 -1.98 131 39.14 42.23 -3.09 
61 32.14 32.53 -0.39 136 40.88 42.26 -1.38 
66 40.21 36.21 4.00 141 41.85 42.26 -0.41 
71 9.78 7.89 1.89 146 39.33 38.47 0.86 

 
 
Table 6. Statistical parameters of QSPR-MLRA model. 
Multiple correlation coefficient (train set) R=0.9813, 

R2=0.9628 
Fischer's criterion (train set) F=334.2918 
Standard deviation (train set) SD=1.5835  
Root mean-squared error (train set) RMSE=1.7265  
Mean absolute error (train set) MAE=1.2992  
Squared correlation coefficient of leave-one-out  cross-
validation 

Q2-LOO=0.9408  

Standard deviation error of prediction SDEP=1.8183  
Squared correlation coefficient of test set Q2-Ext=0.9538 
Root mean-squared error of test set RMSE=2.0820 
 
 
 


